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Abstract

Large last-level caches (L3Cs) are frequently used to bridge

the performance and power gap between processor and

memory. Although traditional processors implement caches

as SRAMs, technologies such as STT-RAM (MRAM), and

eDRAM have been used and/or considered for the imple-

mentation of L3Cs. Each of these technologies has inherent

weaknesses: SRAM is relatively low density and has high

leakage current; STT-RAM has high write latency and write

energy consumption; and eDRAM requires refresh opera-

tions. As future processors are expected to have larger last-

level caches, the goal of this paper is to study the trade-offs

associated with using each of these technologies to imple-

ment L3Cs.

In order to make useful comparisons between SRAM, STT-

RAM, and eDRAM L3Cs, we model them in detail and apply

low power techniques to each of these technologies to ad-

dress their respective weaknesses. We optimize SRAM for

low leakage and optimize STT-RAM for low write energy.

Moreover, we classify eDRAM refresh-reduction schemes

into two categories and demonstrate the effectiveness of us-

ing dead-line prediction to eliminate unnecessary refreshes.

A comparison of these technologies through full-system

simulation shows that the proposed refresh-reduction

method makes eDRAM a viable, energy-efficient technology

for implementing L3Cs.

1. Introduction

Last-level cache (LLC) performance is a determining fac-

tor of both system performance and energy consumption in

multi-core processors. While future processors are expected

to have more cores [17], emerging workloads are also shown

to be memory intensive and have large working set size [31].

As a result, the demand for large last-level caches (L3Cs)

has increased in order to improve the system performance

and energy.

L3Cs are often optimized for high density and low power.

SRAMs (static random access memories) have been the

mainstream memory technology for high performance pro-

cessors due to their standard logic compatibility and fast

access time. However, relative to alternatives, SRAM is a

low-density technology that dissipates high leakage power.

STT-RAMs (spin-transfer torque magnetic random access

memories) and eDRAMs (embedded dynamic random ac-

cess memories) are potential replacements for SRAMs in

the context of L3C due to their high density and low leak-

age features. For instance, eDRAM was used to implement

the last-level L3 cache of the IBM Power7 processor [21].

Though they provide many benefits, both STT-RAM and

eDRAM have weaknesses. For instance, STT-RAM is less

reliable and requires both a long write time and a high write

current to program [29]; eDRAM requires refresh opera-

tions to preserve its data integrity. In particular, as cache

size increases, each refresh operation requires more energy

and more lines need to be refreshed in a given time; thus,

refresh becomes the main source of eDRAM power dissipa-

tion, as shown in Figure 1a [41]. Moreover, as technology

scales down, increasing leakage and smaller storage capac-

itance result in shorter retention time, which in turn exacer-

bates the refresh power problem, shown in Figure 1b. Pro-

cess and temperature variations also negatively affect the

eDRAM data retention time. An eDRAM cache thereby re-

quires higher refresh rate and refresh power to accommo-

date the worst case retention time.

In this paper, we evaluate energy-efficient L3Cs built with

SRAM, STT-RAM, and eDRAM, each optimized accord-

ing to its technology. Specifically, the experimental SRAM

L3C is optimized for low leakage power, and the STT-RAM

L3C is optimized for low write energy. Moreover, we apply

a practical, low-cost dynamic dead-line prediction scheme

to reduce eDRAM refresh power. Refresh operations to a

cache line are bypassed if the line holds data unlikely to be

reused. The prediction scheme introduces only insignificant

area overhead (5%), power overhead (2%), and performance

degradation (1.2%), while at the same time greatly reducing

the refresh power (48%) and the L3C energy consumption

(22%). Based on the workloads considered, we show that

the eDRAM-based L3C achieves 36% and 17% energy re-

duction compared to SRAM and STT-RAM, respectively.

The main contributions of this paper are as follows:

1. We quantitatively illustrate the energy breakdown of

L3Cs. In particular, we highlight the significance of re-

fresh and its impact on eDRAM L3C energy consump-

tion.

2. We classify eDRAM refresh-reduction schemes into two

categories and show that the use of dead-line prediction

eliminates unnecessary refreshes.
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eDRAM LLC power breakdown vs. LLC size
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eDRAM LLC power breakdown vs. technology node

dynamic leakage refresh
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Figure 1: Embedded DRAM LLC power breakdown. (a) Refresh power vs. cache size. (b) Refresh power vs. technology node. As

cache size increases, technology scales down, refresh becomes the main source of power dissipation.

3. We demonstrate the technology implications for energy-

efficient L3Cs. Specifically, we evaluate the energy, per-

formance, and cost of L3Cs that are power-optimized

for SRAM, STT-RAM, and eDRAM. We also show

the impact of cache size, technology scaling, proces-

sor frequency, and temperature. Full-system simula-

tions indicate that with the proposed refresh-reduction

method based on a low-cost dynamic dead-line predic-

tion scheme, eDRAM becomes a viable alternative for

energy-efficient L3C architectures.

The remainder of this paper is organized as follows. Sec-

tion 2 provides an overview of memory technologies for on-

die caches. Section 3 summarizes refresh-reduction meth-

ods. Section 4 demonstrates the use of dead-line prediction

for refresh reduction. Section 5 presents our experimen-

tal cache-modeling framework, low power L3C implemen-

tations, and evaluation methodology. Section 6 discusses

the results and analysis. Finally, Section 7 concludes this

paper.

2. Memory Technologies for On-Die Caches

Memory technologies for implementing on-die LLCs in-

clude SRAM, STT-RAM, and eDRAM. These candidate

technologies are fast and have high write endurance. On

the other hand, memory technologies such as PCM (phase

change memory), Flash, and Memristor are relatively slow

and have limited endurance, making them less suitable for

implementing on-die caches.

In a typical processor with a three-level cache hierarchy,

latency and bandwidth are the most important design consid-

erations for the L1 and L2 caches. Therefore these caches

are usually implemented using high-performance SRAMs.

L3 last-level cache designs, however, target high capac-

ity and low power. As a result, in addition to using low-

leakage SRAM to construct LLCs, STT-RAM and eDRAM

are potential memory technology alternatives. Table 1 com-

pares the technology features of SRAM, STT-RAM, and

two types of eDRAM.

2.1. SRAM

A typical 6T SRAM cell is shown in Table 1(A). When per-

forming a read operation, the access transistors (AL and

AR) are turned on, and, depending on the stored data, one of

the pull-down transistors (DL or DR) creates a current path

from one of the bit-lines (BL or BLB) to ground, enabling

fast differential sensing operation. When performing a write

operation, the cell content is written based on the bit-lines’

differential voltage signal applied by the write driver.

SRAMs can be built using standard CMOS process. They

also provide fast memory accesses, making them the most

widely used embedded memory technology. However, due

to their six-transistor implementation, SRAM cells are large

in size. Subthreshold and gate leakage paths introduced by

the cell structure also result in high standby power.

2.2. STT-RAM

STT-RAM is a type of magnetic RAM. An STT-RAM cell

consists of a magnetic tunneling junction (MTJ) connected

in series with an NMOS access transistor. A schematic of an

STT-RAM cell is shown in Table 1(B), where the MTJ is de-

noted by the variable resistor. There are two ferromagnetic

layers in the MTJ that determine the device resistance: the

free layer and the reference layer. Depending on the relative

magnetization directions of these two layers, the MTJ is ei-

ther low-resistive (parallel) or high-resistive (anti-parallel).

It is thereby used as a non-volatile storage element.
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Table 1: Comparison of various memory technologies for on-die caches.

(A) SRAM (B) STT-RAM
eDRAM

(C) 1T1C (D) Gain cell

Cell schematic

WL WL

BL BLB

AL AR

DL DR

BL

SL

WL

MTJ

BL

WL

C

RBL

RWL

WBL

WWL

Storage node

PW
PS

PR

Process CMOS CMOS + MTJ CMOS + Cap CMOS

Cell size (F2) 120 - 200 6 - 50 20 - 50 60 - 100

Data storage Latch Magnetization Capacitor MOS gate

Read time Short Short Short Short

Write time Short Long Short Short

Read energy Low Low Low Low

Write energy Low High Low Low

Leakage High Low Low Low

Endurance 1016 > 1015 1016 1016

Retention time - - < 100 us * < 100 us *

Features

(+) Fast (+) Non-volatile (+) Low leakage (+) Low leakage

(-) Large area (+) Potential to scale (+) Small area (+) Decoupled read/write

(-) Leakage (-) Extra process (-) Extra process (-) Refresh

(-) Long write time (-) Destructive read

(-) High write energy (-) Refresh

(-) Poor stability

* 32 nm technology node

When performing a read operation, the access transistor

is turned on, and a small voltage difference is applied be-

tween the bit-line (BL) and the source-line (SL) to sense the

MTJ resistance. When performing a write operation, a high

voltage difference is applied between BL and SL. The polar-

ity of the BL-SL cross voltage is determined by the desired

data to be written. Long write pulse duration and high write

current amplitude are required to reverse and retain the di-

rection of the free layer.

Though we usually refer STT-RAM as a non-volatile

technology, it is also possible to trade its non-volatility (i.e.,

its retention time) for better write performance [39]. The

retention time can be modeled as

t = t0 × e∆ (1)

where t is the retention time, t0 is the thermal attempt fre-

quency, and ∆ is the thermal barrier that represents the ther-

mal stability [12]. ∆ can be characterized using

∆ ∝
MsHkV

kBT
(2)

where Ms is the saturation magnetization, Hk is the

anisotropy field, V is the volume, kB is the Boltzmann con-

stant, and T is the absolute temperature. A smaller ∆ allows

a shorter write pulse width or a lower write current, but it

also increases the probability of random STT-RAM bit-flip.

2.3. eDRAM

There are two common types of eDRAM: the 1T1C

eDRAM and the gain cell eDRAM. Both of them utilize

some form of capacitor to store the data. For instance, a

1T1C cell utilizes a dedicated capacitor to store its data,

while a gain cell relies on the gate capacitance of its stor-

age transistor. In this paper, we use gain cell as the basis of

our eDRAM study.

Since the stored charge gradually leaks away, refresh is

required for eDRAMs to prevent data loss. The refresh rate

of an eDRAM circuit is determined by its data-retention

time, which depends on the rate of cell leakage and the

size of storage capacitance (see Table 1 for typical retention

times).

2.3.1. 1T1C eDRAM

A 1T1C eDRAM cell consists of an access transistor and a

capacitor (C), as shown in Table 1(C). 1T1C cells are denser

than gain cells, but they require additional process steps to

fabricate the cell capacitor. A cell is read by turning on

the access transistor and transferring electrical charge from

the storage capacitor to the bit-line (BL). Read operation is

destructive because the capacitor loses its charge while it is

read. Destructive read requires data write-back to restore

the lost bits. The cell is written by moving charge from BL

to C.

2.3.2. Gain Cell eDRAM

Gain cell memories can be built in standard CMOS tech-

nology, typically implemented with two or three transistors

[36, 19, 40, 11], providing low leakage, high density, and

fast memory access. This study utilizes the boosted 3T gain

cell [11] as the eDRAM cell structure due to its capability

to operate at high frequency while maintaining an adequate

data retention time. Table 1(D) shows the schematic of the

boosted 3T PMOS eDRAM gain cell. It is comprised of a

write access transistor (PW), a read access transistor (PR),

3



and a storage transistor (PS). PMOS transistors are utilized

because a PMOS device has less leakage current compared

to an NMOS device of the same size. Lower leakage current

enables lower standby power and longer retention time.

During write access, the write bit-line (WBL) is driven to

the desired voltage level by the write driver. Additionally,

the write word-line (WWL) is driven to a negative voltage

to avoid threshold voltage drop such that a complete data

‘0’ can be passed through the PMOS write access transistor

from WBL to the storage node.

When performing a read operation, once the read word-

line (RWL) is switched from VDD to 0V, the precharged

read bit-line (RBL) is pulled down slightly if a data ‘0’ is

stored in the storage node. If a data ‘1’ is stored in the

storage node, RBL remains at the precharge voltage level.

The gate-to-RWL coupling capacitance of PS enables pref-

erential boosting: when the storage node voltage is low, PS

is in inversion mode, which results in a larger coupling ca-

pacitance. On the other hand, when the storage node volt-

age is high, PS is in weak-inversion mode, which results

in a smaller coupling capacitance. Therefore, when RWL

switches from VDD to 0V, a low storage node voltage is cou-

pled down more than a high storage node voltage. The sig-

nal difference between data ‘0’ and data ‘1’ during a read op-

eration is thus amplified through preferential boosting. This

allows the storage node voltage to decay further before a re-

fresh is needed, which effectively translates to a longer data

retention time and better read performance.

3. Refresh Management

Refresh is required for eDRAM-based caches; unfortu-

nately, this creates negative impacts on both performance

and power. For instance, the cache bandwidth is degraded

by refresh activity because normal cache accesses are stalled

while the cache is being refreshed. This problem can be alle-

viated by organizing a cache into multiple sub-banks, allow-

ing refresh operations and normal cache accesses to happen

concurrently [27].

There are several methods to mitigate refresh penalties.

They can be classified into two categories:

1. Reducing the refresh rate by exploiting process and

temperature variations. Process and temperature vari-

ations affect the retention time of a DRAM cell. Tra-

ditionally, the refresh rate is determined by the weakest

DRAM cells, i.e., those cells that have the shortest data-

retention time. However, conservatively performing re-

fresh operations based on the shortest retention time in-

troduces significant refresh overhead. One promising ap-

proach for reducing refresh is to utilize retention-time

variation and to decrease the refresh rates for blocks or

rows that exhibit longer retention time [33, 25, 7, 32].

This approach requires an initial time period to character-

ize the retention time of each individual memory block

and store the retention time information in a table.

Another promising approach is to utilize error-

correcting codes (ECC) to dynamically detect and cor-

rect bits that fail [15, 41, 43]. This approach reduces

the refresh rate by disassociating failure rate from single

effects of the weakest cells.

2. Reducing the number of refresh operations by

exploiting memory-access behaviors. Reohr [37]

presents several approaches for refreshing eDRAM-

based caches, including periodic refresh, line-level re-

fresh based on time stamps, and no-refresh. For in-

stance, Liang et al. [30] showed that by adopting the

line-level refresh or the no-refresh approaches with intel-

ligent cache-replacement policies, 3T1D (three transis-

tors one diode) eDRAM becomes a potential substitute

for SRAM in the context of L1 data caches.

The periodic refresh policy does a sweep of the cache

such that all cache lines are refreshed periodically, sim-

ilar to the refresh mechanism used in regular DRAM

main memories. It introduces the least logic and stor-

age overhead but provides no opportunity to reduce the

number of refresh operations.

The line-level refresh policy utilizes line-level coun-

ters to track the refresh status of each cache line. This

policy is analogous to Smart Refresh [16], a refresh-

management framework for DRAM main memories.

When a line is refreshed, its counter resets to zero. There

are two types of refreshes: the implicit refresh and the ex-

plicit refresh. An implicit refresh happens when the line

is read, written, or loaded; an explicit refresh happens

when the line-level counter signals a refresh to the data

array. Therefore, if two accesses to the same cache line

occur within a refresh period, the cache line is implicitly

refreshed and no explicit refresh is needed.

The no-refresh policy never refreshes the cache lines.

Similar to the line-level refresh implementation, each

cache line has a counter that tracks the time after an im-

plicit refresh. When the counter reaches the retention

time, the line is marked as invalid. As a result, the no-

refresh policy removes refresh power completely but po-

tentially introduces more cache misses.

Our refresh reduction method falls into the second category:

we attempt to identify dead lines using a low-cost dynamic

dead-line prediction scheme and, thereby, to eliminate re-

freshes to these lines. To our knowledge, this is the first

work that uses dead-line prediction to reduce the refresh

power of eDRAM-based caches. Our design can also be ap-

plied on top of variable retention time architectures or error-

correcting systems.

4. Dead-Line Prediction vs. Refresh

Refresh is the main source of eDRAM-based L3C power dis-

sipation [41]. Previous studies have shown the effectiveness

of using dead-line prediction to reduce the leakage power of

SRAM-based L1 or L2 caches. However, to the best of our

knowledge, no previous study has demonstrated dead-line

prediction in the context of eDRAM caches. This work pro-

poses a refresh-reduction method for eDRAM L3Cs using a

4



A

Load A

A A A

Access interval

B

Evict A

Load B

B A

Evict B

Reload A

Live time Dead time

Reload interval

Time

Figure 2: Generational behavior of a cache line. The generation

of A© begins when it is loaded and ends when it is evicted.

low-cost dynamic dead-line prediction scheme. If a cache

line is predicted dead, refresh to the line is skipped, thereby

minimizing refresh energy. Additionally, using dead-line

prediction to reduce standby power is a more natural fit for

eDRAM than SRAM. For instance, unlike SRAM-based

cache lines, re-enabling eDRAM-based lines does not re-

quire wake-up time. Moreover, since hardware such as a

ring oscillator and refresh pulse generator are already part

of the eDRAM refresh controller, we can reuse them to sup-

port time-based dead-line predictors.

To demonstrate a limit case of refresh power savings that

one can achieve by eliminating refreshes to dead lines, we

characterize the average dead time of a cache line in a 32MB

LLC. Based on the workloads considered, a cache line is

dead 59% of the time, indicating that significant refresh

power can be saved without degrading performance.

4.1. Cache Time Durations

Dead-line prediction can be used to improve cache hit rate

[18] or to reduce cache standby power [23]. It uses the con-

cept of cache-time durations, which are best expressed us-

ing the generational behavior of cache lines. Each genera-

tion begins with a data insertion and ends with data eviction.

A cache-line generation is partitioned into two parts. The

first part, live time, is the time where the line is actively ac-

cessed. The second part, dead time, is the time where the

line is awaiting eviction. Additionally, the access interval is

the time between two successful line references, while the

reload interval is the time between two generations of the

same line. An example of the generational behavior of a

cache line is depicted in Figure 2.

4.2. Dead-Line Prediction

There are several state-of-the-art approaches that use dead-

line prediction to save the leakage power of L1 or L2 SRAM

caches. For instance, Kaxiras et al. [23] proposed two meth-

ods to implement time-based leakage control (Cache De-

cay). The first method uses a fixed decay interval, which

only requires two extra bits for each cache line to track the

decay interval. The decay interval is the elapsed time in

which a cache line has not been accessed. However, since

different applications may have different decay intervals,

this method does not always result in optimal standby power

reduction. The second method improves upon the first one

by adaptively finding the optimal decay interval for each of

the cache lines. It requires six extra bits for each line: two
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generator

eDRAM 

refresh 

manager

Way 0

Figure 3: Proposed eDRAM cache architecture with dynamic

dead-line prediction.

bits used as a per-line counter to identify the best decay in-

terval, and four bits to represent the length of the interval.

One downside is that using counters to forecast decay

intervals potentially results in more false predictions [6].

For example, if the period between two consecutive hits is

longer than the counter’s threshold, dead-line prediction is

falsely considered successful. Consequently, instead of pro-

longing the decay interval to correct the false prediction, the

interval is decreased, making the next prediction also possi-

bly incorrect.

Zhou et al. [44] proposed Adaptive Mode Control, in

which a global register indicates the optimal decay interval

for the entire cache. It introduces only a small storage and

power overhead, but it also results in non-optimal cache per-

formance and power because not every cache line has the

same decay interval.

Abella et al. [6] proposed IATAC, a smart predictor to

turn off L2 cache lines, which uses global predictors in ad-

dition to local predictors to improve the prediction accu-

racy. However, this scheme requires non-negligible over-

head, making it less practical for large caches. For example,

a 32MB cache requires on the order of 10% storage over-

head.

In addition to time-based dead-line predictors, Lai et al.

[28] proposed a trace-based dead-line predictor for L1 data

caches, Khan et al. [24] proposed sampling dead-line pre-

diction for LLCs. They demonstrate that by using dead-line

prediction, prefetching can be performed more effectively,

hence improving cache hit ratio.

Though a number of dead-line predictors are applicable

to eDRAM L3C refresh reduction, our design inherits the

concept from time-based dead-line predictors. It is easy

to implement and introduces insignificant logic and storage

overhead. We show that the proposed implementation effec-

tively reduces eDRAM L3C refresh power.

4.3. Proposed Implementation

Figure 3 shows the proposed eDRAM cache architecture

with dynamic dead-line prediction. It consists of the

eDRAM refresh manager, the dynamic dead-line prediction

utility, the SRAM tag array, the eDRAM data array, and

5



I0 I1 I2 I3 I4 I5 I6

reset

F

T

F

T

F
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F
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F
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F

T

(a)

S0 S7 S6 S5 S4 S3
TIME TIME TIME TIME

S1 S2

access

access

access

access

access

access

TIME

retention_time
I0 && TIME

I5 && TIME

I4 && TIME

I3 && TIME

I2 && TIME

I1 && TIME
S0: LIVE

S1: DEAD

S2: DISABLE

S3~S7: INTERMEDIATE

(Depend on the indicator 

states I1~I5)

(b)

Figure 4: Proposed dynamic dead-line prediction implementa-

tion. It is comprised of the dynamic prediction indicator and

the dead-line predictor. The dynamic prediction indicator deter-

mines the decay interval of the dead-line predictor. (a) State ma-

chine of the dynamic prediction indicator. When the indicator

enters state I6, the associated dead-line predictors are turned

off to prevent more undesired cache misses. (b) State machine

of the dead-line predictor. In our implementation, TIME = 256 *

retention_time.

other logic and storage necessary for caches. The temper-

ature sensor determines the frequency of the ring oscilla-

tor: higher temperature normally results in higher frequency.

This frequency then determines the rate of the refresh pulse.

Additionally, each line has its time-based dead-line predic-

tor and disable bit. The disable bit is an indicator of whether

the eDRAM line holds valid data or stale data. For instance,

if a line is marked as dead, its content becomes stale af-

ter a retention time period has elapsed because no refreshes

were applied. Each set also has a prediction indicator, which

dynamically controls the dead-line predictors based on the

history of prediction.

Under normal conditions, an eDRAM cache line is pe-

riodically refreshed. However, if the associated dead-line

predictor turns off the line, any refresh signal to the line is

bypassed, disabling refresh. Figure 4a illustrates the state

machine of the dynamic prediction indicator. A false pre-

diction (F) indicates that the previous designated decay in-

terval was too short, and a longer interval should be utilized

instead to avoid unwanted cache misses. On the other hand,

a true prediction (T) indicates that a reasonable decay inter-

val has been reached. Finally, if many false predictions are

detected, the prediction indicator switches off the dead-line

predictors to prevent more undesired cache misses.

Figure 4b shows the state machine of the dead-line predic-

tor. Anytime a line hit or a line insertion happens, the cache

line returns to the S0 state, indicating that the line is alive.

PTM CMOS model HSPICE Peripheral circuit param

SRAM subarray param

eDRAM subarray param

STT-RAM subarray paramSTT-RAM device param NVSim

CACTI

Cache modeling framework

User input

(cache organization, memory technology type, WHFKQRORJ\�QRGH«�HWF.)

Cache profile

(performance, power, DUHD«�HWF.)

Figure 5: Cache modeling framework.

When a predetermined time period (T IME) has elapsed, the

line transitions to one of the S1, S3 ∼ S7 states, depending

on the dynamic prediction indicator. For example, if the dy-

namic prediction indicator is in the I1 state, then the dead-

line predictor will transition from S0 to S3 after T IME has

elapsed. After another T IME duration, the dead-line pre-

dictor will enter S1, meaning that the line is predicted as

dead. In other words, the line is predicted as dead if it has

not been accessed for two T IME durations. Additionally,

since no refresh is applied to a dead line, the eDRAM cache

line loses its content when its retention time expires. In this

scenario, the line is written back to the main memory if it

is dirty. The state of the dead-line predictor also transitions

from S1 to S2. S2 represents a disabled line, meaning that

any access to the line results in a cache miss.

The proposed dynamic dead-line prediction scheme re-

quires four additional bits per cache line (one disable bit,

three predictor bits), and three additional indicator bits per

cache set. For a 32MB, 16-way cache that uses 64-byte

blocks, the area overhead of the logic and storage is less

than 5%, and the power overhead is less than 2%. We con-

sider these overheads to be reasonable tradeoffs.

5. Modeling and Methodology

5.1. Cache Modeling

Our SRAM, STT-RAM, and eDRAM cache models build

on top of CACTI [1], an analytical model that estimates the

performance, power, and area of caches. For the periph-

eral circuitry, the SRAM array, and the gain cell eDRAM ar-

ray, we first conduct circuit (HSPICE) simulations using the

PTM CMOS models [3]. We then extract the circuit charac-

teristics and integrate them into CACTI. For the STT-RAM

cache modeling, we obtain STT-RAM array characteristics

using NVSim [13] and integrate them into CACTI. The STT-

RAM device parameters are projected according to [14, 20].

Currently, CACTI only models leakage power as being tem-

perature dependent. We extend CACTI to model the effects

of temperature on dynamic power, refresh power, and per-

formance (access time, cycle time, retention time). Figure 5

shows our cache-modeling framework.

As a case study, we evaluate a high-capacity gain cell

eDRAM cache against SRAM and STT-RAM equivalents

(see Table 2). The high-capacity cache is a 32nm, 32MB,

6



Table 2: Detailed characteristics of 32 MB cache designs built with various memory technologies.

SRAM STT-RAM Gain cell eDRAM

Read latency 4.45 ns 3.06 ns 4.29 ns

Write latency 4.45 ns 25.45 ns 4.29 ns

Retention time - 1 s 20 us

Read energy 2.10 nJ/access 0.94 nJ/access 1.74 nJ/access

Write energy 2.21 nJ/access 20.25 nJ/access 1.79 nJ/access

Leakage power 131.58 mW/bank 45.28 mW/bank 49.01 mW/bank

Refresh power 0 mW 0 mW 600.41 mW

Area 80.41 mm2 16.39 mm2 37.38 mm2

Temperature = 75oC

Table 3: Baseline system configuration.

Processor 8-core, 2 GHz, out-of-order, 4-wide issue width

L1I (private) 32 KB, 8-way set associative, 64 B line size, 1 bank, MESI cache

L1D (private) 32 KB, 8-way set associative, 64 B line size, 1 bank, MESI cache

L2 (private) 256 KB, 8-way set associative, 64 B line size, 1 bank, MESI cache

L3 (shared) 32 MB, 16-way set associative, 64 B line size, 16 banks, write-back cache

Main memory 8 GB, 1 channel, 4 ranks/channel, 8 banks/rank

16-way cache that is partitioned into 16 banks and uses 64-

byte blocks. Additionally, the cache tag and data are sequen-

tially accessed (i.e., data array access is skipped on a tag

mismatch). By skipping the data array access on a tag mis-

match, a sequentially accessed cache saves dynamic power.

The cache is also pipelined such that it exhibits a reasonable

cycle time.

For the peripheral and global circuitry, high performance

CMOS transistors are utilized. Low leakage SRAM cells

are used for the data array of the SRAM cache and the tag

arrays of the SRAM, STT-RAM, eDRAM caches. Unlike

storage-class STT-RAM implementations that have reten-

tion times more than 10 years, the STT-RAM device pre-

sented in Table 2 has only 1 second retention time, which

requires lower write current. These parameters are also used

for the L3 cache in our full-system evaluation framework.

As shown in Table 2, since the interconnections play a

dominant role in access time and access energy for high-

capacity caches, the STT-RAM and the eDRAM caches

have shorter read latencies and lower read energies com-

pared to the SRAM cache. This is due to their smaller cell

sizes and shorter wires. In particular, the STT-RAM cache

has the smallest cell size and correspondingly best read per-

formance. However, although its retention time is sacrificed

for better write performance, the STT-RAM cache still has

the highest write latency and energy. Finally, when compar-

ing standby power, SRAM is the leakiest technology among

the three memory designs. Both STT-RAM and eDRAM

dissipate low leakage power, but the eDRAM cache suffers

short retention time and high refresh power.

5.2. Low Power L3C Implementations

As mentioned earlier, before comparing the three technolo-

gies, we optimize each for improved energy consumption.

5.2.1. SRAM L3C

The low power SRAM L3C is optimized for leakage power

at various levels. At the device level, we use a low-leakage

CMOS process to implement the SRAM cells. At the circuit

level, we apply power gating at the line granularity. Finally,

we use the proposed dynamic dead-line prediction at the ar-

chitecture level: a cache line is put into sleep mode (low

power mode) via power gating if it is predicted dead.

5.2.2. STT-RAM L3C

The low power STT-RAM L3C is optimized for write en-

ergy using the STT-RAM device optimization methodology

presented in [39]. As described in Section 2.2, we can re-

duce the write energy by sacrificing the STT-RAM’s data-

retention time. Based on the average live time of a cache

line in a 32MB LLC, we set the STT-RAM retention time

to 1 second and further optimize the write energy accord-

ing to this target retention time [20]. We did not consider

STT-RAM L3Cs that further reduces retention time to ob-

tain even lower write energy consumption, because these

STT-RAMs require additional buffers [20] and scrubbing

mechanisms to retain cache reliability.

5.2.3. eDRAM L3C

The low power eDRAM L3C is optimized for refresh power

using our proposed refresh reduction method: if a cache line

is predicted dead, its refresh signals are skipped to save re-

fresh power, as described in Section 4.

5.3. Baseline Configuration

Our study uses MARSS [35], a full-system simulator of

multi-core x86 CPUs. MARSS is based on QEMU [9], a

dynamic binary-translation system for emulating processor

architectures, and PTLsim [42], a cycle-accurate x86 mi-

croarchitecture simulator. QEMU also emulates IO devices

and chipsets, allowing it to boot unmodified operating sys-

tems (e.g., Linux). When simulating a program, MARSS

switches from emulation mode to detailed simulation mode

once the region of interest is reached.
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Refresh algorithm evaluation

dynamic leakage refresh
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Refresh algorithm evaluation
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(b)

Figure 6: Refresh algorithm evaluation. (a) LLC energy breakdown normalized to periodic refresh. (b) System execution time normal-

ized to periodic refresh. The proposed refresh algorithm effectively reduces the refresh energy with negligible performance loss.

We integrate a refresh controller into MARSS and aug-

ment the cache models with the necessary counters and

statistical utilities to support the low power techniques de-

scribed in Section 5.2. In addition to the parameterized

cache access time, we expand MARSS with parameter-

ized cache cycle time and refresh period. We also modify

MARSS to support asymmetric cache read, write, and tag

latencies. This property is required to evaluate STT-RAM

caches accurately.

The baseline configuration is an 8-core, out-of-order sys-

tem that operates at 2GHz, with L1 and L2 private caches,

and a 32MB shared last-level L3 cache. The L1 caches are

implemented using multi-port (2-read/2-write) high perfor-

mance SRAMs, while the L2 caches are built with single-

port high performance SRAMs. A pseudo-LRU replace-

ment policy [8] is used for the caches. Additionally, DRAM-

Sim2 [38], a cycle-accurate DRAM simulator, is utilized for

the main memory model, integrated with MARSS. The 8GB

main memory is configured as 1 channel, 4 ranks per chan-

nel, and 8 banks per rank, using Micron’s DDR3 2Gb device

parameters [5]. Table 3 summarizes our system configura-

tion.

The power and performance parameters for the caches

are extracted from our enhanced CACTI model. We also

use HSPICE simulation based on the PTM CMOS models

to calculate the power of the additional storage and logic.

5.4. Workloads

We use multi-threaded and multi-programmed workloads

from the PARSEC 2.1 benchmark suite [10], the NAS paral-

lel benchmark suite (NPB 3.3.1) [2], and the SPEC CPU

2006 benchmark suite [4] to evaluate our system. The

multi-threaded workloads (PARSEC and NPB) are config-

ured as single-process, eight-thread workloads, while the

multi-programmed workloads (SPEC) are constructed using

eight identical copies of single-threaded benchmarks. We

use the input sets simmedium, CLASS A, ref for the PAR-

SEC, NPB, SPEC benchmarks, respectively. All workloads

run on top of Ubuntu 9.04 (Linux 2.6.31), executing 2.4 bil-

lion instructions in detailed simulation mode, starting at the

region of interest.

6. Results and Analysis

In this section, first we demonstrate the effectiveness of the

proposed refresh-reduction method by comparing it with ex-

isting refresh algorithms. Then, we evaluate L3Cs built with

SRAM, STT-RAM, and eDRAM. The evaluation includes

the study of LLC energy breakdown (where the length of

execution time plays a role), system performance, and die

cost. We also explore the impact of LLC size, technology

scaling, frequency scaling, and temperature.

6.1. Refresh Algorithm Evaluation

Figure 6 compares the eDRAM LLC energy breakdown

and system execution time when using various refresh algo-

rithms, including periodic refresh, line-level refresh (Smart

Refresh), no-refresh, and the proposed refresh mechanism

based on dead-line prediction. We summarize the results as

follows:
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Figure 7: Normalized LLC energy breakdown with respect to various memory technologies. The results are normalized to regular

SRAM (not shown). Note that regular SRAM dissipates significantly higher leakage power.
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Memory technology evaluation
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Figure 8: Normalized system execution time with respect to various memory technologies. The results are normalized to regular

SRAM (not shown).

• In contrast to utilizing line-level refresh for L1 caches

or Smart Refresh for commodity DRAM main memo-

ries, applying line-level refresh to LLCs results in slightly

higher energy usage compared to the baseline periodic re-

fresh. This is because line-level refresh only improves

refresh under the condition that the retention time of each

line is much longer than the line access interval. Line-

level refresh also shortens the refresh period to accom-

modate the worst-case scenario in which all lines in a

subarray reach the refresh threshold simultaneously. As

a result, since the LLC is not as intensively accessed as

the L1 caches, and the data retention time of eDRAMs

is much shorter than the retention time of commodity

DRAMs, line-level refresh is unlikely to reduce the num-

ber of refresh operations.

• Similar to line-level refresh, no-refresh has little oppor-

tunity to take advantage of implicit refresh. Conse-

quently, most cache lines become invalid before they are

re-referenced. Therefore, although no-refresh results in

the least LLC energy consumption, it degrades the system

performance by 26% on average. It also results in signif-

icantly more system energy consumption due to longer

execution time and higher main memory activity for ser-

vicing the additional cache misses.

• Our proposed refresh scheme reduces refresh power sig-

nificantly for benchmarks such as bodytrack, facesim, fre-

qmine, cg, and milc. Based on the workloads considered,

the proposed scheme reduces refresh energy by 48%, and

reduces LLC energy by 22% with only 1.2% longer exe-

cution time compared to periodic refresh.

6.2. Memory Technology Evaluation

6.2.1. LLC Energy Breakdown

Figure 7 shows the normalized energy breakdown of

LLCs based on SRAM, STT-RAM, and eDRAM. For each

memory technology, we include the results before power-

optimization and the results after applying low power tech-

niques. For instance, ‘regular’ SRAM uses high perfor-

mance transistors to implement the entire cache with no

power gating; ‘regular’ STT-RAM uses storage-class STT-

RAM technology, which has long retention time but re-

quires high write energy; and ‘regular’ eDRAM uses the

conventional periodic refresh policy. On the other hand, low

power SRAM, STT-RAM, and eDRAM LLCs represent the

designs described in Section 5.2. The results are summa-

rized as follows:
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Figure 9: Normalized LLC energy breakdown with respect to different LLC sizes.
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Figure 10: Normalized LLC energy breakdown with respect to various technology nodes.

• Low power LLC implementations consume much less en-

ergy compared to regular implementations. For instance,

low power SRAM consumes 81% less energy than regu-

lar SRAM, and low power STT-RAM uses 48% less en-

ergy than regular STT-RAM. As a result, we show that ig-

noring implementation details potentially leads to wrong

conclusions.

• Low power STT-RAM consumes the least energy for

benchmarks that have few writes (bodtrack, canneal, fre-

qmine, cg). However, if there are many write operations

from the CPU or from main memory fetches, STT-RAM

uses the most energy (ft, is, libquantum, mcf ).

• For write intensive workloads, eDRAM results in the

most energy-efficient LLC implementation. For work-

loads with low write intensity, the energy consumption

of eDRAM approaches that of STT-RAM when our pro-

posed refresh reduction method is used. Based on the

workloads considered, we show that low power eDRAM

reduces the LLC energy by 36% compared to low power

SRAM, and reduces the LLC energy by 17% compared

to low power STT-RAM.

6.2.2. System Performance

Figure 8 illustrates the normalized system execution time

with respect to LLCs based on various memory implemen-

tations. We show the following:

• Regular SRAM has the best system performance on av-

erage. However, since the low power implementations

also use high performance transistors for the peripheral

circuitry, they are not much slower than regular imple-

mentations.

• Low power STT-RAM performs the best for read inten-

sive workloads (canneal and cg) because it has the short-

est read latency. However, although low power STT-

RAM has better write performance than its regular (unop-

timized) counterpart, it still performs worse overall than

SRAM and eDRAM on average.

6.2.3. The Impact of Cache Size

Figure 9 shows the normalized LLC energy breakdown with

respect to different LLC sizes. Key observations:

• Increasing the LLC size potentially results in lower cache

miss ratio and thus shorter system execution time and

fewer updates from the main memory. As a result, there

are cases where a large LLC consumes less energy than a

small LLC. For example, since a 16MB LLC is not large

enough to hold the working set of the cg benchmark, the

LLC is frequently updated by the main memory. There-

fore, if the 16MB LLC is built with STT-RAM where

write energy is high, the dynamic energy becomes signif-

icant due to the large number of cache updates.

• The leakage and refresh power increase with the size of

the LLC. In particular, for the 64MB case, eDRAM con-

sumes more energy than STT-RAM due to refresh. How-

ever, since we use the same refresh and dead-line predic-

tion implementation for eDRAM LLCs of all sizes, the

proposed refresh reduction method is not optimized for

all cases.

6.2.4. The Impact of Technology Scaling

Figure 10 illustrates the normalized LLC energy breakdown

with respect to various technology nodes. The results:

• As technology scales down, caches consume less ac-

tive energy, but the leakage and refresh power both in-

crease significantly. The relative dominance of active and
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Figure 11: Normalized LLC energy breakdown with respect to various processor frequencies.
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Figure 12: Normalized LLC energy breakdown with respect to different temperatures.

standby (leakage, refresh) power is an important indicator

of which memory technology is a better candidate. For in-

stance, in the 45nm technology node, STT-RAM uses the

most energy, while eDRAM consumes the least. How-

ever, in the 22nm technology node, STT-RAM becomes

the most energy-efficient choice due to its low standby

power feature, while SRAM consumes the most energy.

• It is worth noting that, though STT-RAM is projected

to perform better in the 22nm technology node, its ther-

mal stability (reliability) also degrades significantly [22].

Researchers continue to improve the data retention and

write current scaling for STT-RAM to extend its scalabil-

ity [26, 34].

6.2.5. The Impact of Frequency Scaling

We also study the impact of processor frequency, shown in

Figure 11. Since a high-frequency processor typically com-

pletes jobs faster than a low-frequency processor, the energy

usage due to standby power is lower for the high-frequency

processor. Therefore, SRAM and eDRAM appear to be

more energy-efficient when running at high speed. For in-

stance, at a 2GHz clock frequency, eDRAM uses 17% less

energy than STT-RAM, whereas at a 4GHz clock frequency,

the percentage of energy reduction increases to 25%.

6.2.6. The Impact of Temperature

Figure 12 shows the impact of temperature on LLC energy

consumption. We summarize our observations as follows:

• Although high temperature negatively affects the dy-

namic, leakage, and refresh power, we show that standby

power is more sensitive to temperature variation than dy-

namic power. As a result, at 95oC, the energy gap be-

tween eDRAM and STT-RAM becomes smaller.

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

60% 65% 70% 75% 80% 85% 90% 95% 100%

N
o

rm
a

li
z
e

d

d
ie

 c
o

s
t

Yield

Estimated die cost

SRAM
STT-RAM
eDRAM

Figure 13: Estimated die cost normalized to an 8-core processor

using SRAM LLC with 100% yield.

• However, the thermal stability, and thus retention time,

of STT-RAM also becomes worse when temperature in-

creases. For instance, when increasing the temperature

from 75oC to 95oC, the average STT-RAM retention time

decreases from 1 second to 0.33 second. Therefore, at

high temperature, STT-RAM either requires higher write

energy to prolong its retention time or requires scrubbing

mechanisms to detect and correct failed bits regularly.

6.2.7. Die Cost

We estimate the die cost using

die_cost =
wa f er_cost

wa f er_area
die_area

× yield
(3)

where
wa f er_area

die_area
represents the number of dies per wafer,

yield refers to the percentage of good dies on a wafer. We

project the die area (die_area) based on the chip layout of

Power7. We also assume STT-RAM introduces 5% more

wafer cost due to additional fabrication processes. Figure 13

compares the die cost of an 8-core processor using either

SRAM, STT-RAM, or eDRAM as its 32 MB last-level L3

cache.
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7. Conclusions

Embedded DRAM, exhibiting both high density and low

leakage, is a potential replacement for SRAM in the con-

text of L3C. However, as future processors are expected to

have larger LLCs implemented using smaller technologies,

refresh becomes the main source of energy consumption.

In this paper, we classify eDRAM refresh reduction meth-

ods into two categories and show that, by applying a low-

cost dynamic dead-line prediction scheme, refresh power

is greatly reduced. Furthermore, we model SRAM, STT-

RAM, eDRAM caches in detail and make an impartial com-

parison by applying low power techniques to each of the

memory technologies. Full-system simulation results indi-

cate that if refresh is effectively controlled, eDRAM-based

L3C becomes a viable, energy-efficient alternative for multi-

core processors.
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