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Yesterday’s high-performance technologies 
are today’s embedded technologies, 
but yesterday’s embedded-systems issues 
are today’s high-performance issues

Ankush Varma, U. Maryland PhD 2007 (Intel)



What’s the point, exactly?

• Embedded systems designers care deeply about power & heat dissipation, 
cost, physical size, and correctness of design.

• The memory system has become the dominant concern in performance, 
and it is rapidly becoming a/the dominant concern in power. Our ability to 
deliver main-memory capacity is nonexistent, limited by bandwidth and 
power. Bandwidth is also a problem, limited by power/heat, as well as 
physical size. In larger systems, correctness is critical. The list goes on.

• The embedded-systems community has SOLVED (or at least ADDRESSED 
more-or-less successfully) issues of correctness, power/space, etc. … in 
particular the very issues that now confront the general-purpose community.

• Pretty obvious where to look if you want to predict the near-term future …



Problem: Capacity



Problem: Capacity

MC MC

JEDEC DDRx
~10W/DIMM, ~20W total

FB-DIMM
~10W/DIMM, ~300W total



Problem: Bandwidth

• Like capacity, primarily a power 
and heat issue: can get more 
BW by adding busses, but they 
need to be narrow & thus fast. 
Fast = hot. 

• Required BW per core is 
roughly 1 GB/s, and cores per 
chip is increasing

• Graph: Thread-based load 
(SPECjbb), memory set to 
52GB/s sustained 
… cf. 32-core Sun Niagara: 
saturates at 25.6 GB/s



Problem: TLB Reach

• Doesn’t scale at all (still small 
and not upgradeable)

• Currently accounts for 20+%
of system overhead

• Higher associativity (which 
offsets the TLB’s small size) 
can create a power issue

• The TLB’s “reach” is actually 
much worse than it looks,
because of different
access granularities
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Trend: Disk, Flash, and other NV

Rotating Disks vs. SSDs
Main take-aways

Forget everything you knew about 
rotating disks. SSDs are different

SSDs are complex software systems

One size doesn’t fit all

Rotating Disks vs. SSDs
Main take-aways

Forget everything you knew about 
rotating disks. SSDs are different

SSDs are complex software systems

One size doesn’t fit all

Magnet structure of

voice coil motor

Spindle & Motor

Disk

Actuator

Flash

Memory Arrays

Load / Unload

Mechanism

(a) HDD (b) SSD

• Flash is currently eating Disk’s lunch

• PCM is expected to eat Flash’s lunch



Obvious Conclusions I

• A new take on superpages that might overcome previous barriers
• A new cache design that enables very large L1 caches
• A virtual memory system for modern capacities

!ese are ideas that have been in development in our research group over the past 5–6 years. 
Fully Bu!ered DIMM, take 2 (aka “BOB”)

In the near term, the desired solution for the DRAM system is one that allows existing 
commodity DDRx DIMMs to be used, one that supports 100 DIMMs per CPU socket at a bare 
minimum, and one that does not require active heartbeats to keep its channels alive—i.e., it 
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CPU (e.g. multicore)

MC MC MC

Master Memory Controller

MC MC MC

Figure X. A DRAM-system organization to solve the capacity & power problems

Fast, wide channel Fast, narrow channels

Slow, wide channel

• Want capacity without 
sacrificing bandwidth

• Need a new memory 
system architecture 

• This is coming
(details will change,
of course)



Obvious Conclusions II

• Flash/NV is inexpensive, is fast 
(rel. to disk), and has better 
capacity roadmap than DRAM

• Make it a first-class citizen in 
the memory hierarchy

• Access it via load/store 
interface, use DRAM to buffer 
writes, software management

• Probably reduces capacity 
pressure on DRAM system

$CPU
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Obvious Conclusions III

• Reduce translation overhead 
(both in performance and in 
power)

• Need an OS/arch redesign

• Revisit superpages,
multi-level TLBs

• Revisit SASOS concepts,
*location of translation point/s*

• Probably most suited for the 
high-end, at least initially

$CPU

DRAM
FLASH*

*
*



… and while we’re on the topic of high-end …

Enterprise & Super- Computing

• Run same app (set of apps) 24x7

• Developers spend significant time/energy optimizing apps

• Frequently run a custom (or at least fine-tune the existing) OS

• Have significant, pressing correctness/failure/dependability issues
=> not intrinsic to application area, but because of large-scale multipliers

• Care very deeply about energy consumption and heat dissipation
=> not intrinsic to application area, but because of large-scale multipliers

• Sounds a lot like embedded systems, no?
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