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#### Abstract

We discuss the existence and properties of strange nonchaotic attractors of quasiperiodically forced nonlinear dynamical systems. We do this by examining a particular model differential equation, $\dot{\phi}=\cos \phi+\varepsilon \cos 2 \phi+f(t)$, where $f$ is a two-frequency quasiperiodic function of $t$. When $\varepsilon=0$ the analysis of the equation is facilitated since then it can be related to the Schrödinger equation with quasiperiodic potential. We show that the equation does indeed exhibit strange nonchaotic attractors, and we consider the important question of whether these attractors are typical in the sense that they exist on a set of positive Lebesgue measure in parameter space. (The equation also exhibits two- and three-frequency quasiperiodic behavior.) We also show that the strange nonchaotic attractors have distinctive frequency spectrum; this property might make them experimentally observable.


## 1. Introduction

Recently attention has been given to a class of dissipative dynamical systems that typically exhibit a class of attractors that may be described as strange and nonchaotic (Grebogi et al. [1]).

Here the word strange refers to the geometrical structure of the attractor: a strange attractor is an attractor which is neither a finite set of points nor is it piecewise differentiable (that is, either a piecewise differentiable curve or surface, or a volume bounded by a piecewise differentiable closed surface).

The word chaotic refers to the dynamics of the orbits on the attractor: a chaotic attractor is one for which typical orbits have a positive Lyapunov exponent. This implies that nearby orbits diverge exponentially from one another with time and that the orbit depends sensitively on its initial conditions.

By a strange nonchaotic attractor we therefore mean an attractor which seems to be geometrically
strange but for which typical nearby orbits do not diverge exponentially with time.

An example of a strange nonchaotic attractor is exhibited by the one-dimensional quadratic map, $x_{n+1}=C-x_{n}^{2}$, at the point of accumulation of period doublings. The attractor is a Cantor set of dimension $\simeq 0.538$ and the Lyapunov exponent for a typical orbit is zero (Grassberger [2]). Attractors of the same type occur at the infinite number of $C$ values representing points of accumulation of period doublings of orbits of period $2^{N} P$ corresponding to the infinite number of periodic windows occurring as $C$ is varied. Nevertheless these strange nonchaotic attractors only occupy a set of $C$ values of zero Lebesgue measure. That is, if we were to pick a $C$ value at random, the probability of that value yielding a strange nonchaotic attractor would be zero. In this sense we say that this type of attractor is not typical of the quadratic map.
As another example, consider the circle-map, $\theta_{n+1}=\Omega+\theta_{n}+k \sin \theta_{n}[\bmod 2 \pi]$, for parameter
values $k=1$ (the critical case) and $\Omega$ chosen to give irrational winding number. In this case the Lyapunov exponent is zero, and the density of orbit points $\rho(\theta)$ is zero on a dense set of $\theta \in$ $[0,2 \pi]$. Due to this behavior of $\rho(\theta)$ one might call this nonchaotic attractor strange. Again, however, the measure in parameter space ( $k, \Omega$ ) where this occurs is zero, and hence this type of attractor is not typical for the circle map*.

On the other hand, examples of systems where strange nonchaotic attractors are typical, in the sense of occupying a set of positive Lebesgue measure in the parameter space, were given by Grebogi et al. [1]. They examined a particular class of maps of the general form
$x_{n+1}=g\left(x_{n}, \theta_{n}\right)$,
$\theta_{n+1}=\theta_{n}+2 \pi \omega[\bmod 2 \pi]$,
where $g$ is a $2 \pi$-periodic function of its second argument and $\omega$ is an irrational number**. In the paper of Grebogi et al. $\theta_{n}$ was always taken to be a scalar while two cases were considered for $x_{n}, g$ : in case (1) $x_{n}, g$ were scalars and eq. (1a) was taken to be of the form
$x_{n+1}=2 \lambda\left(\tanh x_{n}\right) \cos \theta_{n} ;$
in case (ii) $x_{n}=\left(u_{n}, v_{n}\right)$ and $g=\left(g_{1}, g_{2}\right)$ were two-dimensional vectors, and eq. (1a) was taken to be of the form

$$
\begin{aligned}
{\left[\begin{array}{l}
u_{n+1} \\
v_{n+1}
\end{array}\right]=} & \frac{\lambda}{1+u_{n}^{2}+v_{n}^{2}}\left[\begin{array}{ll}
1 & 0 \\
0 & \gamma
\end{array}\right] \\
& \times\left[\begin{array}{rr}
\cos \theta_{n} & \sin \theta_{n} \\
-\sin \theta_{n} & \cos \theta_{n}
\end{array}\right]\left[\begin{array}{l}
u_{n} \\
v_{n}
\end{array}\right] .
\end{aligned}
$$

In case (i) it was shown that the map exhibits a strange nonchaotic attractor with one negative

[^0]Lyapunov exponent (the other, corresponding to eq. (lb), is trivially zero) for all $\lambda$ in the range $|\lambda|>1$. In case (ii) it was shown that the attractor is also strange with two negative Lyapunov exponents (again the third is trivially zero) for all $\lambda$ above some critical value $\lambda_{c}(\gamma)$. The important result is the existence of strange nonchaotic attractors on a set of positive measure in parameter space.

Maps of the form (1) may be obtained from two-frequency quasiperiodically forced nonlinear systems (see section 2). It might therefore be suspected that such nonlinear systems can exhibit strange nonchaotic attractors for a positive measure of the parameter space. Off hand, however, it is not at all clear that this suspicion will be fulfilled, since the functions $g\left(x_{n}, \theta_{n}\right)$ (eq. (1a)) used by Grebogi et al. [1] are highly artificial and were specifically constructed to demonstrate the possibility of strange nonchaotic attractors with positive measure in parameter space. Thus we cannot decide, on the basis of the work by Grebogi et al. [1], what the situation will be for quasiperiodically forced systems that are likely to arise in applications.

It is the aim of the present paper to discuss the existence and the properties of strange nonchaotic attractors of dynamical systems forced at two incommensurate frequencies by examining a specific model given by the non-autonomous first order differential equation
$\frac{\mathrm{d} \phi}{\mathrm{d} t}=\cos \phi+\varepsilon \cos 2 \phi+f(t)$,
where $f$ is two-frequency quasiperiodic (that is, $f(t)=\hat{f}\left(\omega_{1} t, \omega_{2} t\right)$, where $\hat{f}$ is $2 \pi$-periodic in both its arguments and $\omega_{1} / \omega_{2}$ is irrational) and $\varepsilon$ is a variable parameter. In our study $f$ was actually taken to be of the form
$f(t)=K+V\left(\cos \omega_{1} t+\cos \omega_{2} t\right)$,
where $\omega_{1}=\frac{1}{2}(\sqrt{5}-1)$ and $\omega_{2}=1$ were kept fixed while $K, V$ were allowed to vary. Equations of this type are perhaps the simplest ordinary differential equations yielding a strange attractor.

Specifically we are primarily interested in (i) the question of parameter space measure (typicality), posed above, and (ii) in elucidating possible power spectral signatures of these attractors. (We believe that the signature we shall discuss may be a useful diagnostic in experiments.)

In the special case $\varepsilon=0$, eq. (2) can be regarded as a simplified form of the well-known equation of the damped forced pendulum
$\frac{\mathrm{d}^{2} \phi}{\mathrm{~d} t^{2}}+\nu \frac{\mathrm{d} \phi}{\mathrm{d} t}+\Omega^{2} \sin \phi=f(t)$,
corresponding to strong damping and forcing (so that the inertial term $\mathrm{d}^{2} \phi / \mathrm{d} t^{2}$ can be neglected). Eq. (3) has also been extensively used as a model of the current driven Josephson junction (see Gwinn and Westervelt [5], Kautz and MacFarlane [6], and references therein). The existence of strange nonchaotic attractors for eq. (3) will be considered in a separate publication (Romeiras and Ott [7]).

Again in the case $\varepsilon=0$, eq. (2) can be related by the so-called Prüfer transformation of the dependent variable $\phi(t) \rightarrow \psi(x)$, defined by
$\mathrm{e}^{\mathrm{i} \phi}=\frac{\psi^{\prime} / \psi+\mathrm{i} c}{\psi^{\prime} / \psi-\mathrm{i} c}$,
(see Johnson and Moser [8]) with the change of independent variable $t \rightarrow x$, defined by
$x=\frac{1}{2 c}\left[t+\int_{0}^{t} f(E) \mathrm{d} E\right]$,
to the linear "time independent" Schrödinger equation
$\psi^{\prime \prime}+k^{2}(x) \psi=0, \quad$ with $k^{2}=c^{2} \frac{f-1}{f+1}$.
Here the prime denotes differentiation with respect to $x$ and $c$ is an arbitrary constant. Since $f$ is quasiperiodic in $t, k^{2}$ will be quasiperiodic in $x$. Thus the theory of the Schrödinger equation with quasiperiodic potential (see the reviews by Simon [9] and Souillard [10]) can be used to aid in
understanding the behavior of the solutions of eq. (2). This has been done by Bondeson et al. [11] where some of the results presented in this paper were first briefly described.

The fact that the case $\varepsilon=0$ allows a reduction to the Schrödinger equation, although convenient for analysis, also means that we are dealing with a special case whose properties might differ qualitatively from those typical of equations of the general form

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} t}=g_{\eta}(\phi, t), \tag{4}
\end{equation*}
$$

where $g_{\eta}(\phi, t)$ is periodic in $\phi$ and two-frequency quasiperiodic in $t$, and $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{N}\right)$ denotes the parameters of the system. Thus we also investigate the $\varepsilon \neq 0$ case, since the Prüfer transformation does not apply, and hence more generally applicable qualitative behavior should occur*. Indeed, as shown in sections 3 and 4 , the $\varepsilon \neq 0$ case has many more resonances than the $\varepsilon=0$ case**.

The plan of this paper is as follows. In section 2 we present the detailed results of the numerical study of eq. (2) in the case $\varepsilon=0$. In sections 3 and 4 we discuss the case $\varepsilon \neq 0$. Finally in section 5 we summarize the main conclusions of the study. For $\varepsilon=0$ we find that there are indeed strange nonchaotic attractors for a positive measure of parameters. Thus such attractors are typical for this system. There is, however, an important difference as compared to the situations occurring in Grebogi et al. [1]). Namely, parameter values corresponding to strange nonchaotic attractors of eq. (2) with $\varepsilon=0$ do not occur on an interval, but rather lie on a Cantor set of positive measure. In the case $\varepsilon \neq 0$, our numerical results strongly suggest that the

[^1]same situation also applies, although we have no direct analytical support (the Schrödinger equation correspondence only applies for $\varepsilon=0$ ). Thus we believe that strange nonchaotic attractors are typical for quasiperiodically forced systems of the form (4), where by "typical" we mean that they occur on a set of positive measure in parameter space.

## 2. The case $\varepsilon=0$

### 2.1. Characterization of attractors

Before starting with the presentation and discussion of the numerical results we introduce the main quantities used to characterize the attractors, namely, the Lyapunov characteristic exponent, the winding number, the surface of section plot and the frequency spectrum.

The Lyapunov characteristic exponent, $\Lambda$, for an orbit $\phi(t)$ of eq. (4) is defined by [12]
$\Lambda=\lim _{T \rightarrow \infty} \frac{1}{T} \ln \frac{\left|\phi^{(1)}(T)\right|}{\left|\phi^{(1)}(0)\right|}$,
where $\phi^{(1)}$ denotes the solution of the equation of first variation
$\frac{\mathrm{d} \phi^{(1)}}{\mathrm{d} t}=A(t) \phi^{(1)}, \quad A(t)=\frac{\partial g_{\eta}}{\partial \phi}(\phi(t), t)$.
By using the explicit form of the solution of eq. (5) we can also write
$\Lambda=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} A(t) \mathrm{d} t$.
The Lyapunov exponent represents the mean exponential rate of divergence of two initially close trajectories*.
*The nonautonomous eq. (4) can be written as an autonomous system of three first order equations of the form $\mathrm{d} \phi / \mathrm{d} t$ $=\hat{g}_{\eta}\left(\phi, \psi_{1}, \psi_{2}\right), \mathrm{d} \psi_{1} / \mathrm{d} t=\omega_{1}, \mathrm{~d} \psi_{2} / \mathrm{d} t=\omega_{2}$. In this case there are three Lyapunov exponents. However, two of them, corresponding to the second and third equations, are zero; the third is $\Lambda$ given above.

The winding number, $W$, is defined by
$W=\lim _{T \rightarrow \infty} \frac{\phi(T)-\phi(0)}{T}$.
It represents the mean angular frequency of the solution.

The surface of section plot is obtained by strobing the solution of eq. (4) at times
$t_{n}=\frac{2 \pi}{\omega_{2}} n+t_{0}$,
where $n$ is an integer, and plotting
$\phi_{n}=\phi\left(t_{n}\right)[\bmod 2 \pi]$,
versus
$\theta_{n}=\omega_{1} t_{n}[\bmod 2 \pi]$.
The solution of eq. (4) thus generates a discrete time map
$\phi_{n+1}=G\left(\phi_{n}, \theta_{n}\right)$,
$\theta_{n+1}=\theta_{n}+2 \pi \omega[\bmod 2 \pi]$,
where $\omega=\omega_{1} / \omega_{2}$. The function $G$ must be invertible for $\phi$ since eq. (4) can also be solved going backward in time.

The frequency spectrum was obtained in the following way: (1) From the sequence $\left\{\phi_{n}\right\}_{n=0, M-1}$ obtain the new sequence $\left\{s_{n}\right\}_{n \sim 0, M-1}, s_{n}=$ $h_{n} P\left(\phi_{n}\right)$, where $P$ is some smooth $2 \pi$-periodic function (which was actually taken to be $P(\phi)=$ $\cos \phi)$ and $h_{n}=\frac{1}{2}(1-\cos 2 \pi n / M)$; the multiplication by $h_{n}$ corresponds to the so-called Hanning's method of leakage reduction and is a means of smoothing out spurious spectral features introduced by the finite duration of the time series. (ii) Calculate the discrete Fourier transform $\left\{S_{k}\right\}_{k=0, M-1}$ of the sequence $\left\{s_{n}\right\}_{n=0, M-1}$ defined by

$$
\begin{equation*}
S_{k}=\sum_{n=0}^{M-1} s_{n} \exp \left(-\mathrm{i} \frac{2 \pi}{M} k n\right), \quad k=0, M-1 \tag{10}
\end{equation*}
$$



Fig. 1. Diagram of the $K-V$-plane showing regions where $\Lambda<0$ (hatched) or $\Lambda=0$ (blank). The curve denoted by (C) is the critical curve. The curve denoted by ( $W$ ) is the curve of constant winding number $W=0.9277 \ldots$ along which the orbits of fig. 8 and the corresponding spectra of fig. 9 were calculated [ $\varepsilon=0.0$ ].
by using a Fast Fourier Transform algorithm. (See Brigham [13] as a general reference on these topics and Powell and Percival [14].)

The differential system (4)-(5) was integrated by using a 4th order Runge-Kutta method with 32 time steps per period of the $\cos t$ driver. The number of driver periods, $N$, was taken between $2 \times 10^{3}$ and $4 \times 10^{5}$, depending on the circumstances. For the FFT algorithm $M=2^{16}$ points were used. The computations were carried out on a CRAY X-MP machine; by using the vector mode operation (see Petersen [15]), when possible, a 15 fold increase in speed was achieved.

In the remainder of this section we present and discuss the numerical results for eq. (2) with $\varepsilon=0$.

### 2.2. Lyapunov exponents and winding numbers

Fig. 1 shows a diagram of the $K-V$-plane giving regions where $\Lambda$ is negative (hatched) or zero (blank). The criterion for negative Lyapunov exponent used in this figure is $\Lambda<-10^{-4}$. The diagram was obtained by taking a grid with 201 values of $K$ and 66 values of $V$; the integration of the differential system was taken over a variable number of driver periods going from $N=2 \times 10^{3}$ for most cases up to $N=16 \times 10^{3}$ for the more slowly converging ones. The diagram exhibits a


Fig. 2. Curves of the Lyapunov exponent ( $\Lambda$ ) and the winding number ( $W$ ) versus $K$ at $V=0.55[\varepsilon=0.0]$.
structure similar to the Arnold tongues of the circle map (see, for example, Devaney [16], p. 111).

Fig. 2 shows curves of the Lyapunov exponent $(\Lambda)$ and the winding number ( $W$ ) as functions of $K$ at a fixed value of $V(V=0.55)$. It was obtained by taking 241 values of $K$ and integrating over $N=10^{4}$ driver periods. The curve of $W$ versus $K$ is a "devil's staircase": a continuous non-decreasing curve with a dense set of open intervals on which $W$ is constant and given by

$$
\begin{equation*}
W=l \omega_{1}+m \omega_{2}, \tag{11}
\end{equation*}
$$

where $l, m$ are integers. Between these plateaus there is a Cantor set, generally of positive measure, on which $W$ increases with $K$. These results follow from the general character of fig. 2 and the correspondence with the Schrödinger equation with quasiperiodic potential [11]. For small $K$ in fig. 2 (i.e., above curve ( C ) in fig. 1), $\Lambda$ is negative on both the Cantor set and the plateaus, while for large $K, \Lambda$ is zero on the Cantor set and negative on the plateaus. The regions where eq. (11) holds appear in fig. 1 as the narrow tongues emerging at small $V$. The set of points where the tongues touch each other appear to lie on a smooth (but nonunique) critical curve which separates the region where $\Lambda$ is always negative from the region where $\Lambda$ is either negative or zero. An approximation to such a critical curve is indicated as curve (C) in fig. 1.

Table 1

| Case | Winding number | Lyapunov exponent | Type of attractor | Analogy with solutions of Schrödinger eq. | Fig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | $W \neq l \omega_{1}+m \omega_{2}$ | $\Lambda=0$ | 3-freq. quasiperiodic | extended | 3a |
| B | $W=l \omega_{1}+m \omega_{2}$ | $\Lambda<0$ | 2 -freq. quasiperiodic | stop band | 3b |
| C | $W \neq l \omega_{1}+m \omega_{2}$ | $\Lambda<0$ | strange nonchaotic | localized | 3 c |

### 2.3. Surface of section characterization

The three distinct combinations of winding numbers (either satisfying eq. (11) or not) and Lyapunov exponents (either negative or zero) give rise to surface of section plots with qualitatively different characteristics - see table I. In terms of the analogy with the Schrödinger equation [11], cases A, B, and C correspond to extended, stop band and Anderson localized solutions, respectively (see Aubry and Andre [17], as well as refs. [9, 10], for a discussion of Anderson localization in incommensurate lattices).

In case A , the three frequencies $W, \omega_{1}$ and $\omega_{2}$ are typically irrationally related, and eq. (2) will exhibit three-frequency quasiperiodic behavior. A typical orbit apparently generates a smooth den-
sity of points densely filling the surface of section. This is illustrated in fig. 3a $(V=0.55, K=1.54$, $N=2 \times 10^{5}$ ).

In case B , the frequency $W$ is rationally related to $\omega_{1}$ and $\omega_{2}$ and eq. (2) will exhibit two-frequency quasiperiodic behavior. The attracting orbit in the surface of section lies on a smooth single-valued curve, $\phi=F(\theta)$, which wraps $l$ times around the torus in $\phi$ for each time it wraps once around in $\theta$. This is illustrated in fig. $3 \mathrm{~b}(V=0.55, K=1.39$, $N=10^{5}$ ). Note that in this example eq. (11) is satisfied with $l=0, m=1$, hence $W=1$; as is clear from the figure the curve does not wrap around the torus in the $\phi$ direction.

The behavior of the attractors in cases A and B can be explained by the following argument. Let us suppose that $\phi$ is a three-frequency quasiperi-


Fig. 3. Surface of section plot of a) a three-frequency quasiperiodic attractor ( $V=0.55, K=1.54$ ); b) a two-frequency quasiperiodic attractor $(V=0.55, K=1.39)$; c) a strange nonchaotic attractor ( $V=0.55, K=1.34$ ) $[\varepsilon=0.0]$.
odic function of $t$,
$\phi(t)=\hat{\phi}\left(\omega_{1} t, \omega_{2} t, W t\right)$,
where $\hat{\phi}$ is $2 \pi$-periodic in each of its arguments and $\omega_{1}, \omega_{2}, W$ are irrationally related. By strobing $\phi$ at times $t_{n}$ given by (6) we obtain
$\phi_{n} \equiv \phi\left(t_{n}\right)=\hat{\phi}\left(\omega_{1} t_{n}, \omega_{2} t_{n}, W t_{n}\right)$,
or, using the periodicity of $\hat{\phi}$ in its second argument
$\phi_{n}=\hat{\phi}\left(\omega_{1} t_{n}, \omega_{2} t_{0}, W t_{n}\right)$.
If we now introduce the variable $\theta_{n}$ defined by (8) this expression can be written in the form
$\phi_{n}=\hat{\hat{\phi}}\left(\theta_{n}, \frac{W}{\omega_{1}} \theta_{n}\right)$,
where $\hat{\hat{\phi}}$ is a new function which is $2 \pi$-periodic in both arguments. As the $\theta$-map (eq. (9b)) is ergodic and $W / \omega_{1}$ is irrational this expression will generate an orbit that will densely fill up the whole surface of section. In the particular case of twofrequency quasiperiodic behavior we have $W=l \omega_{1}$ $+m \omega_{2}$ and therefore by substituting into (13) and using the periodicity of $\hat{\phi}$ in its third argument we obtain
$\phi_{n}=\hat{\phi}\left(\omega_{1} t_{n}, \omega_{2} t_{0}, l \omega_{1} t_{n}+m \omega_{2} t_{0}\right)$,
or
$\phi_{n}=F\left(\theta_{n}\right)$,
where $F$ is a new function which is $2 \pi$-periodic. Hence, in this case the orbit will generate a single curve in the surface of section. Note that, since the original function $\hat{\phi}$ is smooth, $F$ is also smooth. (For a detailed discussion of quasiperiodicity and attractors on a $N$-torus see Grebogi et al. [18].)

In case C the attractor is geometrically strange: there still is a functional relationship $\phi=F(\theta)$ but the function $F$ is discontinuous everywhere. This can be verified in the following way: (i) to verify
the existence of the relationship $\phi=F(\theta)$ we initialize a large number of points at a single initial $\theta$ value but with different initial $\phi$ values and find that after a large number of iterates $N$, say, all the orbits are attracted to a single value $\phi_{N}$; (ii) that $\phi=F(\theta)$ cannot be a continuous curve follows from the fact that the winding number is irrationally related to $\omega_{1}, \omega_{2}$; (iii) finally, that $\phi=F(\theta)$ is discontinuous everywhere follows from the fact that the $\theta$ map is ergodic. An example of a strange nonchaotic attractor is given in fig. 3 c ( $V=0.55, K=1.34, N=2 \times 10^{5}$; the corresponding Lyapunov exponent is $\Lambda \simeq-0.07167$ ).

### 2.4. Frequency spectra

In figs. 4(a, b, c) we have plotted the frequency spectra of the orbits which correspond to the surface of section plots of figs. $3(\mathrm{a}, \mathrm{b}, \mathrm{c})$, respectively. We have plotted $\left|S_{k} / \max _{k=0, M-1}\left(S_{k}\right)\right|$, $k=0, M / 2$, versus $k / M$; the remaining components of the discrete Fourier transform satisfy the symmetry relation, $S_{k}=S_{M-k}^{*}, \quad k=M / 2+1$, $M-1$, where ${ }^{*}$ denotes the complex conjugate. The figures show that the spectrum of the twofrequency quasiperiodic attractor (fig. 4b) is concentrated at a discrete set of frequencies while the spectra of both the three-frequency quasiperiodic (fig. 4a) and the strange attractor (fig. 4c) have a much richer harmonic content.
In order to explain the behavior of the spectra it is convenient to consider separately two comparisons: (i) two-frequency quasiperiodic versus three-frequency quasiperiodic; and (ii) twofrequency quasiperiodic versus strange. The comparisons (i) and (ii) correspond to below and above the critical line, respectively (cf. fig. 1).

In the first comparison we start by assuming that $\phi$ is a three-frequency quasiperiodic function of $t$ of the form
$\phi(t)=\hat{\phi}\left(\omega_{1} t, \omega_{2} t, W t\right)$,
where $\hat{\phi}$ is smooth and $2 \pi$-periodic in its three arguments. Then the function $s$ defined by $s(t)=$


Fig. 4. Frequency spectrum of the attractors of a) fig. 3a; b) fig. 3b; c) fig. 3c.
$P(\phi(t))$, where $P$ is smooth and $2 \pi$-periodic, can be expanded in the multiple Fourier series
$s(t)=\sum_{p, q, r=-\infty}^{+\infty} C_{p q r} \exp \left[\mathbf{i}\left(p \omega_{1}+q \omega_{2}+r W\right) t\right]$.
By strobing $s$ at times $t_{n}$ given by (6) we now obtain

$$
\begin{aligned}
s_{n} \equiv & s\left(t_{n}\right) \\
= & \sum_{p, q, r} C_{p q r} \exp \left[\mathrm{i}\left(p \omega_{1}+q \omega_{2}+r W\right) t_{0}\right. \\
& \left.+\mathrm{i}\left(p \omega_{1}+q W\right) \frac{2 \pi}{\omega_{2}} n\right]
\end{aligned}
$$

or, formally performing the $r$ sum,

$$
\begin{equation*}
s_{n}=\sum_{p, q} \bar{C}_{p q} \exp \left[\mathrm{i}\left(p \omega_{1}+q W\right) \frac{2 \pi}{\omega_{2}} n\right] . \tag{14}
\end{equation*}
$$

The discrete Fourier transform of the sequence $\left\{s_{n}\right\}$ is given by

$$
S_{k}=\sum_{p, q} \bar{C}_{p q} \sum_{n=0}^{M-1} \exp \left[\mathrm{i} 2 \pi n\left(\frac{p \omega_{1}+q W}{\omega_{2}}-\frac{k}{M}\right)\right] .
$$

Thus, as expected, the spectrum of the threefrequency quasiperiodic attractor will be peaked
at the frequencies that satisfy $k / M=\left(p \omega_{1}+\right.$ $q W) / \omega_{2}$, modulo 1 , where $W$ is irrationally related to both $\omega_{1}$ and $\omega_{2}$. In the particular case of two-frequency quasiperiodic behavior we have $W=l \omega_{1}+m \omega_{2}$ and (14) can be simplified to
$s_{n}=\sum_{p} \overline{\bar{C}}_{p} \exp \left(\mathrm{i} 2 \pi n p \frac{\omega_{1}}{\omega_{2}}\right)$.
The corresponding discrete Fourier transform is
$S_{k}=\sum_{p} \overline{\bar{C}}_{p} \sum_{n=0}^{M-1} \exp \left[\mathrm{i} 2 \pi n\left(p \frac{\omega_{1}}{\omega_{2}}-\frac{k}{M}\right)\right]$.
The spectrum is therefore peaked at the frequencies $k / M=p \omega_{1} / \omega_{2}$, modulo 1 .

Moving now to the second comparison (twofrequency quasiperiodic versus strange) we start by recalling that for both types of attractors there is a functional relationship $\phi=F(\theta)$ which defines either a smooth or a strange curve. The same applies to the curve defined by $\tilde{s}(\theta)=P(F(\theta))$, where $P$ is $2 \pi$-periodic. The function $\tilde{s}$ can be expanded in a Fourier series

$$
\begin{equation*}
\tilde{s}(\theta)=\sum_{p=-\infty}^{+\infty} \tilde{C}_{p} \exp (\mathrm{i} p \theta) \tag{15}
\end{equation*}
$$

From here we obtain the sequence $\left\{\tilde{s}_{n}=\tilde{s}\left(\theta_{n}\right)\right\}$
and the corresponding discrete Fourier transform

$$
\begin{aligned}
\tilde{S_{k}}= & \sum_{p} \tilde{C_{p}} \exp \left(\mathrm{i} p \omega_{1} t_{0}\right) \\
& \times \sum_{n=0}^{M-1} \exp \left[\mathrm{i} 2 \pi n\left(p \frac{\omega_{1}}{\omega_{2}}-\frac{k}{M}\right)\right] .
\end{aligned}
$$

For both types of attractors the spectra are peaked at the frequencies $k / M=p \omega_{1} / \omega_{2}$, modulo 1 . The difference between the two comes from the very different smoothness of the function $\phi=F(\theta)$ and hence of the asymptotic behavior as $|p| \rightarrow \infty$ of the Fourier coefficients. For the smooth $F$ we expect that $\tilde{C}_{p} \sim \exp (-\nu|p|)$, as $|p| \rightarrow \infty(\nu$ is a constant). For the strange $F$ we expect a much slower decay of the Fourier coefficients; if we assume that the discontinuities are of the form $\left|\theta-\theta_{0}\right|^{-\beta}$, as $\theta \rightarrow \theta_{0}$, with $0<\beta<1$, then $\tilde{C}_{p} \sim$ $|p|^{\beta-1}$, as $|p| \rightarrow \infty$.

In order to obtain a more quantitative characterization of the spectra of the three types of attractors we introduce a spectral distribution $\mathscr{N}(\sigma)$ defined as the number of spectral components larger than some value $\sigma$. From the behavior of the Fourier coefficients of the series (15) we expect that this function will behave like
$\mathscr{N}(\sigma) \sim \log \frac{1}{\sigma}$
for the two-frequency quasiperiodic attractor and like
$\mathscr{N}(\sigma) \sim \sigma^{-\alpha}$,
for the strange attractor, with $\alpha^{-1}=1-\beta$ (these results can be obtained by solving $\sigma \sim \mathrm{e}^{-\nu \mathcal{N}}$ and $\sigma \sim \mathscr{N}^{-1 / \alpha}$ for $\mathscr{N}$, respectively). In the case of the three-frequency quasiperiodic attractor the function $\hat{\phi}$ introduced in (12) is smooth and therefore the Fourier coefficients $\bar{C}_{p q}$ which appear in (14) should behave like $\bar{C}_{p q} \sim \exp \left[-\nu\left(p^{2}+q^{2}\right)^{1 / 2}\right]$ as $p^{2}+q^{2} \rightarrow \infty$; hence
$\mathscr{N}(\sigma) \sim\left(\log \frac{1}{\sigma}\right)^{2}$,
for the three-frequency quasiperiodic attractor. In


Fig. 5. Spectral distributions of the attractors of (A) fig. 3a; (B) fig. 3b; (C) fig. 3c.


Fig. 6. Variation of the spectral distribution across the transition from two-frequency quasiperiodic to strange behavior. The curves are for $V=0.55$ and the following values of $K$ : (A) 1.346 ; (B) 1.347 ; (C) 1.35 ; (D) $1.39[\varepsilon=0.0]$.


Fig. 7. Variation of the spectral distribution across the transition from two-frequency quasi-periodic to three-frequency quasiperiodic behavior. The curves are for $V=0.55$ and the following values of $K$ : (A) 1.49; (B) 1.536; (C) 1.537; (D) 1.54 $[\varepsilon=0.0]$.


Fig. 8. Surface of section plots of attractors for points situated along a curve of constant winding number $W=0.9277 \ldots$ on the $K-V$-plane; a) $V=0.30, K=1.331752$; b) $V=0.40, K=1.329461$; c) $V=0.44, K=1.331199$; d) $V=0.45, K=1.331790$; e) $V=0.55, K=1.34$. Figs. $8 \mathrm{a}, 8 \mathrm{~b}$ correspond to three-frequency quasiperiodic attractors while figs. $8 \mathrm{c}, 8 \mathrm{~d}, 8 \mathrm{e}$ correspond to strange attractors $[\varepsilon=0.0]$.
fig. 5 we have plotted the spectral distributions for the three attractors of fig. 3. The results seem to confirm the above asymptotic predictions. In the case of the strange nonchaotic attractors this and other plots of $\mathscr{N}(\sigma)$ indicate that $1<\alpha<2$. Two remarks are in order at this point: (i) the levelling out shown by the curves (A) and (C) for small $\sigma$ is due to the use of a finite number of points in the calculation of the transform; increasing $M$ causes the levelling out to occur at smaller $\sigma$; (ii) the use of the previously mentioned Hanning smoothing
is quite important in obtaining meaningful results for $\mathscr{N}(\sigma)$ with time series of reasonable length.

The spectral distribution $\mathcal{N}(\sigma)$ should vary continuously with the parameters. In order to illustrate this we have plotted $\mathscr{N}(\sigma)$ for a constant value of $V(V=0.55)$ and different values of $K$ located near the edges of a plateau ( $W=1.0$ ). Fig. 6 illustrates the transition from two-frequency quasiperiodic (curves (D), (C), (B)) to strange behavior (curve (A)). We see that the change of $\mathscr{N}(\sigma)$ across the transition point (from (B) to (A))
is much greater than the change of $\mathscr{N}(\sigma)$ for points on the plateau (for example (B) and (D)) even though the change from (B) to (A) corresponds to a much smaller variation in $K$ (1 part in 1346 for the first case; 43 parts in 1347 for the second). Fig. 7 illustrates the transition from twofrequency quasiperiodic (curves (A), (B)) to threefrequency quasiperiodic behavior (curves (C), (D)). Again the change of $\mathscr{N}(\sigma)$ across the transition point (from (B) to (C)) is much greater and more rapid than the change corresponding to variations of $K$ within the plateau (cf. figure caption for $K$ values).

In order to illustrate the important transition from three-frequency quasiperiodic to strange behavior we have followed the evolution of the attractors along a curve of constant winding number in the $K V$-plane (the curve used, $W=0.9277 \ldots$, is plotted as curve ( $W$ ) in fig. 1). As $V$ is increased the three-frequency quasiperiodic attractor undergoes a transition to a strange attractor at some critical value $V=V_{c}(W)$. From the evidence of the numerical results (both the surface of section plots and the spectra) the transition seems to occur somewhere in the interval $0.42<V<0.44$. [Note that the Lyapunov exponent does not help much in finding the transition very accurately as it is always very small over the interval $0.42<V<$ 0.44 ( $|\Lambda|<10^{-5}$ ).]

In figs. $8(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$, e) we have plotted the surface of section plots of the attractors for several


Fig. 9. Spectral distributions of the attractors of (A) fig. 3a; (B) fig. 3b; (C) fig. 3c; (E) fig. 3e.
pairs of ( $K, V$ ) values along the constant winding number curve. In fig. 9 we have plotted the spectral distributions of some of these attractors. One point that is worth emphasizing is that the exponent introduced in eq. (16) has a value close to 2 near the transition point which then rapidly decreases to 1 as one moves away from this point. A heuristic argument for why $\alpha$ approaches 1 is given in ref. 11.

## 3. The case $\varepsilon \neq 0$

Eq. (2) with $\varepsilon=0$ is special in the sense that it is related to the linear Schrödinger equation with quasiperiodic potential by Prüfer's transformation. An interesting question to be asked is to what extent do equations of the more general form (4) exhibit behavior similar to that of eq. (2) with $\varepsilon=0$. In order to answer this question we have considered eq. (2) with $\varepsilon \neq 0$. In all the numerical experiments reported here we have taken $\varepsilon=0.2$.

Fig. 10 shows a diagram of the $K V$-plane giving regions where $\Lambda$ is negative (hatched) or zero (blank): the criterion for negative Lyapunov exponent is $\Lambda<-10^{-4}$. Fig. 11 shows $\Lambda$ and $W$ versus $K$ at a fixed value of $V$. The numerical procedure used to obtain these results for $\varepsilon=0.2$ is the same as used for the $\varepsilon=0$ case, except that the grid in the $K$ - $V$-plane was taken with 241 values of $K$.

These figures are qualitatively similar to those found in the case $\varepsilon=0$. An important difference is the more detailed structure corresponding to the appearance of a larger number of tongues and plateaus where the winding number is fixed. This is due to the fact that for $\varepsilon \neq 0$ the plateaus occur at winding numbers

$$
\begin{equation*}
W=\frac{l}{n} \omega_{1}+\frac{m}{n} \omega_{2} \tag{17}
\end{equation*}
$$

where $l, m$, and $n$ are integers, whereas for $\varepsilon=0$ the plateaus occur at $W=l \omega_{1}+m \omega_{2}$, cf. eq. (11). This will be demonstrated analytically using perturbation theory in section 4.


Fig. 10. Diagram of the $K-V$-plane showing regions where $\Lambda<0$ (hatched) or $\Lambda=0.0$ (blank) $[\varepsilon=0.2]$.


Fig. 11. Curves of the Lyapunov exponent ( $\Lambda$ ) and the winding number ( $W$ ) versus $K$ at $V=0.55[\varepsilon=0.2]$.


Fig. 12. Diagram of the $K-V$-plane showing the most important resonances. The resonances are identified by the triplet $(n, l, m)$ (cf. eq. (17)) $[\varepsilon=0.2]$.



Fig. 13. Curves giving the width of several resonances as a function of $V$ : a) $n=1$; b) $n=2,3[\varepsilon=0.2]$.

In order to better illustrate the appearance of these resonances for $n \neq 1$ we have plotted in fig. 12 a diagram of the $K-V$-plane showing the position of the most prominent resonances for $n=1,2$, identified by the triplets ( $n, l, m$ ). One interesting feature of some of the $n=2$ resonances is that their width reaches a maximum at an intermediate value of $V$ and then decreases. Actually this behavior is also exhibited by the other resonances, although for larger values of $V$. This can be seen in fig. 13(a, b) where we have plotted the width of several resonances as a function of $V$. This figure also shows that at least one of the resonances, $(1,0,1)$, reappears again for larger values of $V$.

Again the system exhibits three different types of attractors: three-frequency quasiperiodic, twofrequency quasiperiodic and strange nonchaotic.


Fig. 14. Surface of section plots of a) a three-frequency quasiperiodic attractor ( $V=0.55 . K=1.53$ ); b) a two-frequency quasi-periodic attractor ( $V=0.55, K=1.25$ ); and c) a strange nonchaotic attractor ( $V=0.55, K=0.83$ ) $[\varepsilon=0.2]$.


Fig. 15. Spectral distributions of the attractors of (A) fig. 14a; (B) fig. 14b; (C) fig. 14c.

Table I, giving the correspondence between the different types of attractors, the Lyapunov exponent and the winding number for eq. (2) with $\varepsilon=0$, is valid in the more general case, except that eq. (11) has to be replaced by eq. (17) and the analogy to the Schrödinger equation does not apply. In figs. 14(a, b, c) we have plotted surface of section plots for each type of attractor.

In fig. 15 we have plotted the spectral distributions of the attractors to which refer the plots of fig. 14. These distributions seem to follow the same laws of variation obtained in the $\varepsilon=0$ case.

One direct consequence of eq. (17) is that the two-frequency quasiperiodic attractor is now multivalued in the surface of section; the degree of multiplicity is given by $n$, provided that $l, n$ and $m, n$ are taken to be relatively prime integers. An example of a two-frequency quasiperiodic attractor with $n=1$ was given in fig. 14b. An example of an attractor with $n=2$ is given in fig. 16 .

Figs. 10 and 11 seem to indicate that the measure of the Cantor set where strange nonchaotic attractors occur is reduced in relation to the case $\varepsilon=0$. Is this measure still positive or is it zero? In order to obtain relevant evidence on this question we have performed the following numerical experiment. For $\varepsilon=0.2$ we have taken the set of $K$ values

$$
\left\{K^{(i)}=0.685+0.001(i-1), \quad i=1,146\right\},
$$

which lie between the two widest plateaus $W=0.0$ and $W=\omega$ (the points $K=0.684$ and $K=0.831$ are already on these plateaus, respectively), and for each of these values we calculated the winding numbers of the orbits with parameters
$K^{(i)}-\Delta, \quad K^{(i)}, \quad K^{(i)}+\Delta$,
by integrating eq. (2) over $N=10^{5}$ driver periods,


Fig. 16. Surface of section plot of a multivalued ( $n=2$ ) twofrequency quasiperiodic attractor ( $V=0.55, K=1.225$ ) [ $\varepsilon=$ 0.2 ].
with $\Delta=10^{-5}$. When at least two of these three winding numbers are equal we say that $K$ is on a plateau while if they are different we say that $K$ is on the Cantor set. By proceeding in this way we found that $36 / 146 \simeq 24.7 \%$ of points are on the Cantor set. Repeating this study for other small $\Delta$ values yields similar results; in particular for $\Delta=$ $4 \times 10^{-5}$ and $16 \times 10^{-5}$ we obtain $36 / 146 \simeq$ $24.7 \%$ and $38 / 146 \simeq 26.0 \%$, respectively. Thus we believe that $\simeq 25 \%$ of the measure of the interval $K \in[0.685,0.830]$ is on the Cantor set where eq. (17) is not satisfied. This result seems to indicate that, although the measure of the Cantor set is reduced as $\varepsilon$ becomes different from zero, it remains positive. Two observations are in order. The first has to do with what we mean by equal and different winding numbers; we found that the distinction between the two cases is always very sharp; for points on the plateaus the difference between the calculated winding numbers is always less than $10^{-8}$ while for points on the Cantor set it is always larger than $5 \times 10^{-5}$. The second observation is related to the necessity of integrating the differential equation over a large number of driver periods; if this number is not large enough, spurious plateaus, at a distance in $W$ of approximately $1 / N$ from each other, tend to appear; this numerical phenomenon is illustrated in


Fig. 17. Curves of the Lyapunov exponent ( $\Lambda$ ) and the winding number ( $W$ ) versus $K$ at $V=1.0[\varepsilon=0.2]$.


Fig. 18. Curves of $W$ vs. $K$ in the neighborhood of $K=0.75$ for $V=0.55$ and the following values of $N$ : (A) $10^{5}$; (B) $10^{4}$; (C) $10^{3}$. Note that the curves (B) and (C) were shifted by $\pm 0.0005$ in the vertical direction for clarity [ $\varepsilon=0.2$ ].
fig. 18 where we have plotted $W$ versus $K$ in the neighborhood of $K=0.75$ (which is a point on the Cantor set) for different values of $N$.

Our conclusions regarding the measure of the Cantor set where strange nonchaotic attractors occur are based on the results obtained at $V=0.55$. If we increase $V$ then this measure also seems to increase; that is, it is easier to find strange nonchaotic attractors for larger values of $V$. This can be seen by comparing fig. 17, which shows curves of $\Lambda$ and $W$ versus $K$ at $V=1.0$, with fig. 11 (note that the horizontal scale is the same in both figures,
although the $K$ values are taken to be different so that the interval between the two plateaus at $W=0$ and $W=\omega$ is included in both figures).

Towards the end of the paper by Bondeson et al. [11] some preliminary calculations on the $\varepsilon \neq 0$ case were mentioned and, on their basis, it was speculated that "the measure of the Cantor set with strange attractors seems to be zero or at least is very small". As indicated by our discussion above, we now believe that this is not so; the previous statement may have been due to the presence of apparent, but not real, plateaus which occur as a result of the finite-length-orbit-effect illustrated in fig. 18. Nevertheless, while our present numerical results are strongly suggestive, in the absence of rigorous analytical results, there is room for uncertainty concerning this issue.

To conclude this section, we reiterate the main conclusions implied by our $\varepsilon \neq 0$ numerical experiment: (i) the strange nonchaotic attractors are characterized by $\mathscr{N}(\sigma) \sim \sigma^{-\alpha}$; and (ii) the strange nonchaotic attractors apparently exist on a Cantor set of positive measure in parameter space. These conclusions are the same as those for $\varepsilon=0$ (section 2). There are, however, other aspects, namely the greater profusion of resonances for $\varepsilon \neq 0$, for which the cases $\varepsilon=0$ and $\varepsilon \neq 0$ are fundamentally different from each other. In the next section this will be demonstrated analytically using perturbation theory.

## 4. Perturbation theory

In this section we use perturbation theory to study the phase-locked solutions of eq. (2) for small values of the parameter $V$. Actually our perturbation analysis is slightly more general and applies to differential equations of the form

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} t}=h(\phi)+K+\mu v(t), \tag{18}
\end{equation*}
$$

where $h$ is $2 \pi$-periodic and $v$ is two-frequency quasiperiodic with incommensurate frequencies $\omega_{1}$ and $\omega_{2} . \mu$ is an ordering parameter.

In order to solve (18) for small $\mu$ we assume that
$\phi=\phi_{0}+\mu \phi_{1}, \quad K=K_{0}+\mu K_{1}$,
and introduce a new independent variable
$\tau=t-t_{0}(\mu t)$,
where $t_{0}$ is a slowly varying function of $t$. Substituting this ansatz into (18) and equating the coefficients of equal powers of $\mu$ we obtain, to $\mathcal{O}\left(\mu^{0}\right)$,
$\frac{\mathrm{d} \phi_{0}}{\mathrm{~d} \tau}=h\left(\phi_{0}\right)+K_{0}$,
and to $\mathcal{O}\left(\mu^{1}\right)$,
$\frac{\mathrm{d} \phi_{1}}{\mathrm{~d} \tau}-h^{\prime}\left(\phi_{0}\right) \phi_{1}=t_{0}^{\prime}(\mu t) \frac{\mathrm{d} \phi_{0}}{\mathrm{~d} \tau}+K_{1}+v\left(\tau+t_{0}\right)$.

The solution of (19) is given implicitly by
$\tau=\int_{0}^{\phi_{0}(\tau)} \frac{\mathrm{d} \phi}{h(\phi)+K_{0}}$,
assuming that $h(\phi)+K_{0}>0$. This solution can be expressed in the form
$\phi_{0}(\tau)=W_{0} \tau+\phi_{01}\left(W_{0} \tau\right)$,
where $\phi_{01}$ is $2 \pi$-periodic and $W_{0}=2 \pi / T_{0}$ with
$T_{0}\left(K_{0}\right)=\int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{h(\phi)+K_{0}}$.
The function $t_{0}$ will be chosen in such way that the solution of (20) is not secular. With this choice the winding number $W$ of the solution $\phi(t)$ of (18) is given by

$$
\begin{equation*}
W=\lim _{t \rightarrow \infty} \frac{\phi(t)}{t}=W_{0}\left(1-\lim _{t \rightarrow \infty} \frac{t_{0}(\mu t)}{t}\right) . \tag{21}
\end{equation*}
$$

The locked solutions will therefore occur if it is further possible to choose $t_{0}(\mu t)$ such that $\lim _{t \rightarrow \infty} t_{0}(\mu t) / t=0$.

Eq. (20) can be rewritten in the form
$\frac{\mathrm{d}}{\mathrm{d} \tau}\left[\phi_{1} I(\tau)\right]=t_{0}^{1}(\mu t)+I(\tau)\left[K_{1}+v\left(\tau+t_{0}\right)\right]$,
where
$I(\tau)=\left[h\left(\phi_{0}(\tau)\right)+K_{0}\right]^{-1}$.
In order to proceed let us assume that the integrating factor $I$ has the Fourier series expansion
$I(\tau)=\sum_{n=-\infty}^{+\infty} I_{n} \mathrm{e}^{\mathrm{i} n W_{0} \tau}$,
while the forcing function $v$ has the double Fourier series expansion
$v(t)=\sum_{l, m=-\infty}^{+\infty} V_{l, m} \mathrm{e}^{\mathrm{j}\left(l \omega_{1}+m \omega_{2}\right) t}$.
Without loss of generality we take $V_{0,0}=0$ (any non-zero $V_{0,0}$ can always be included in $K_{0}$ ). Substituting (23) and (24) into (22) we obtain, after some slight rearrangement,

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\phi_{1} I(\tau)\right]=t_{0}^{\prime}(\mu t)+K_{1} I_{0}+K_{1} \sum_{\substack{n=-\infty \\
n \neq 0}}^{+\infty} I_{n} \mathrm{e}^{\mathrm{i} n W_{0} \tau} \\
& \quad+\sum_{n, l, m=-\infty}^{+\infty} I_{n} V_{l, m} \mathrm{e}^{\mathrm{i}\left(l \omega_{1}+m \omega_{2}\right) t_{0}} \mathrm{e}^{\mathrm{i}\left(n W_{0}+l \omega_{1}+m \omega_{2}\right) \tau} . \tag{25}
\end{align*}
$$

From now on two cases have to be considered separately.

As the first case we assume that $n W_{0}+l \omega_{1}+$ $m \omega_{2} \neq 0$, for all $n, l, m$. Then the condition for the solution of (25) not to have a secular term is
$t_{0}^{\prime}(\mu t)+K_{1} I_{0}=0$,
which, on integration, gives
$t_{0}(\mu t)=-K_{1} I_{0} \mu t+t_{00}$,
where $t_{00}$ is a constant. If this condition is satisfied the solution of (25) will have the form
$\phi_{1}(\tau)=\phi_{11}\left(W_{0} \tau\right)+\phi_{12}\left(W_{0} \tau, \omega_{1} \tau, \omega_{2} \tau\right)$,
where $\phi_{11}$ and $\phi_{12}$ are $2 \pi$-periodic functions of their arguments. Putting these results together we see that the solution of (18) is, except for the secular term $W_{0}\left(t-t_{0}\right)$, three-frequency quasiperiodic. The corresponding winding number is
$W=W_{0}\left(1+\mu K_{1} I_{0}\right)$.
Noting that $I_{0}$, the average value of the integrating factor, can be expressed in terms of $W_{0}$ by
$I_{0}=\frac{1}{W_{0}\left(K_{0}\right)} \frac{\mathrm{d} W_{0}\left(K_{0}\right)}{\mathrm{d} K_{0}}$,
this expression simply indicates that for small variations $\mu K_{1}$ around $K_{0}$ the winding number is given by the first two terms of a Taylor expansion.

As the second case we assume there are integer triplets ( $\hat{n}, \hat{l}, \hat{m}$ ) for which the resonance condition
$\hat{n} W_{0}+\hat{l} \omega_{1}+\hat{m} \omega_{2}=0$,
is satisfied. Then the condition for the solution of (25) not to have a secular term is
$t_{0}^{\prime}(\mu t)+K_{1} I_{0}+R\left(W_{0} t_{0}\right)=0$,
where
$R\left(W_{0} t_{0}\right)=\sum_{\substack{\hat{n}, \hat{I}_{1} \hat{m}=-\infty \\ \hat{n} W_{0}+\hat{l} \omega_{1}+\dot{m} \omega_{2}=0}}^{+\infty} I_{\hat{n}} V_{\hat{l}, \hat{m}} \mathrm{e}^{-\mathrm{i} \hat{n} W_{0} t_{0}}$,
is the resonant part of $I(\tau) v\left(\tau+t_{0}\right)$. Eq. (27) is a first order differential equation for $t_{0}$; as $R$ is $2 \pi$-periodic its solution will satisfy $\lim _{t \rightarrow \infty} t_{0}(\mu t)$ $=L<\infty$ provided
$\min R\left(W_{0} t_{0}\right)<-K_{1} I_{0}<\max R\left(W_{0} t_{0}\right)$,
where $L$ is such that
$I_{0} K_{1}+R\left(W_{0} L\right)=0$.
From these results we conclude that in this second case (18) will have two-frequency quasiperiodic solutions with winding number $W=W_{0}$, where $W_{0}$ satisfies (26), provided that the parameter $K$ remains sufficiently close to $K_{0}$ so that (28) is satisfied. Note that condition (28) implies that the width (in $K$ space) of the phase locked regions scales as the magnitude of $R\left(W_{0} t_{0}\right)$.

The perturbation results that we have just described are valid for (18) with arbitrary $2 \pi$-periodic $h$ and two-frequency quasiperiodic $v$. Let us now analyse the two special cases (i) $h(\phi)=\cos \phi$, for which (18) can be reduced to the Schrödinger equation, and (ii) $v(t)=K\left(\cos \omega_{1} t+\cos \omega_{2} t\right)$, as considered in the numerical work described in the present paper.

In case (i) it can be shown that the integrating factor for (20) has the form
$I(\tau)=\frac{1}{W_{0}^{2}}\left[K_{0}+\sin \left(W_{0} \tau+\varphi\right)\right]$,
where $W_{0}\left(K_{0}\right)=\left(K_{0}^{2}-1\right)^{1 / 2}$ and $\varphi$ is a constant. That is, $I$ is monochromatic with frequency $W_{0}$. If we follow through the perturbation analysis we verify that in this special case the resonance condition (26) takes the form
$W_{0}+\hat{l} \omega_{1}+\hat{m} \omega_{2}=0$,
in agreement with our results of section 2.
In case (ii), if we again follow through the analysis, we verify that the resonance condition can only take one of the two particular forms
$\hat{n} W_{0} \pm \omega_{1}=0, \quad \hat{n} W_{0} \pm \omega_{2}=0$.
That is, to $\mathcal{O}\left(\mu^{1}\right)$, only resonances of one of these two forms can occur. Note, however, that resonances of the general form (26) can still be found in this case by taking the perturbation theory to $\mathcal{O}\left(\mu^{\hat{i}+\hat{m}}\right)$.

## 5. Conclusions

We have discussed the existence and properties of strange nonchaotic attractors exhibited by the first order ordinary differential equation with two-frequency quasiperiodic forcing, eq. (2). The following are the most important conclusions of our study:
i) For a fixed value of $V$ the curve giving the winding number $W$ as a function of $K$ is a "devil's staircase": a continuous, non-decreasing curve with a dense set of open intervals on which the winding number is constant; between these intervals there is a Cantor set of apparently positive Lebesgue measure on which the winding number increases with $K$.
ii) On the intervals the Lyapunov exponent is always negative while on the Cantor set it is either negative (above the critical curve) or zero (below the critical curve).
iii) On the intervals the equation exhibits twofrequency quasi-periodic attractors. On the Cantor set the equation exhibits either three-frequency quasiperiodic attractors (when $\Lambda=0$ ) or strange nonchaotic attractors (when $\Lambda<0$ ).
iv) The frequency spectra of the three types of attractors have in general clearly distinctive characteristics. If we introduce a spectral distribution $\mathscr{N}(\sigma)$ giving the number of spectral components larger than some value $\sigma$, then we have: $\mathcal{N}(\sigma) \sim$ $\sigma^{-\alpha}, 1<\alpha<2$, for strange nonchaotic attractors; $\mathscr{N}(\sigma) \sim \log (1 / \sigma)$, for two-frequency quasiperiodic attractors; $\mathscr{N}(\sigma) \sim \log ^{2}(1 / \sigma)$, for threefrequency quasiperiodic attractors.
v) The equation we have studied can be considered as a strong damping model of the driven pendulum and Josephson junction. Our present results, namely those related to the form of the frequency spectrum of the attractors, indicate that it should be possible in experiments with these physical devices to identify the strange nonchaotic attractors via an $\mathscr{N}(\sigma)$ diagnostic. This is even made more plausible by the fact that these attractors seem to exist on a set of positive measure.

Finally we note that the qualitative conclusions numerically obtained for eq. (2) are expected to
hold for general first order quasiperiodically forced equations of the form $\mathrm{d} \phi / \mathrm{d} t=g_{\eta}(\phi, t)$, where $\eta$ represents parameters and the explicit $t$ dependence of $g_{\eta}$ is quasiperiodic. In particular, our results suggest that the existence of strange nonchaotic attractors on a positive measure in parameter space should apply. [We emphasize, however, that for $\varepsilon \neq 0$ our evidence for the existence of strange nonchaotic attractors on a set of positive measure is purely numerical. A rigorous proof confirming (or refuting) the numerical evidence remains a challenging problem for future study.]
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[^0]:    *For a third example, also with zero measure in parameter space, occurring for a system of the form of eqs. (1a, b), below, see fig. 6 of Sethna and Siggia [3].
    **Equations of this form have also been investigated from other points of view by Sethna and Siggia [3] and by Kaneko [4].

[^1]:    *In the $\varepsilon$ term, in place of $\cos (2 \phi)$ we could have used some other smooth $2 \pi$-periodic function of $\phi$.
    **For $\varepsilon=0$ we shall see that the winding number plateaus (resonances) occur at $W=l \omega_{1}+m \omega_{2}$, whereas for $\varepsilon \neq 0$ they occur at $W=(l / n) \omega_{1}+(m / n) \omega_{2}$, where $W$ is the winding numbers and $l, m, n$ are integers. The latter case is to be expected in the general context of equations of the form (4), while the former case is specific to eq. (2) with $\varepsilon=0$.

