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Abstract—We consider the private information retrieval problem from multiple access channels (MAC-PIR). In MAC-PIR, there are $N$ databases, each storing the same set of $M$ messages. The database responses reach the user through a multiple access channel (MAC) that may mix the responses together in a stochastic way. We show that for the additive MAC and the conjunction/disjunction MAC, channel coding and retrieval scheme are inseparable unlike the noisy private information retrieval problem (NPIR). We show that the retrieval scheme depends on the properties of the MAC, in particular on the linearity aspect. For both cases, we provide schemes that achieve the full capacity without any loss due to the privacy constraint, which implies that the user can exploit the nature of the channel in its favor. Finally, we show that the full capacity is not always attainable by determining the capacity of the selection channel.

I. INTRODUCTION

Motivated by the need for absolute privacy guarantees against data-mining techniques, private information retrieval (PIR) is considered an important research thrust for future networks. The PIR problem is introduced by Chor et al. [1] to study the privacy of the downloaded content from public databases. In classical PIR, a user wishes to retrieve a file privately from $N$ non-colluding databases each storing the same set of $M$ messages (files). To that end, the user submits queries for the databases that do not reveal the user’s interest in the desired file. The databases respond with correct answer strings via noiseless orthogonal links, from which the user reconstructs the desired file. PIR schemes are designed to maximize the retrieval rate, which is the ratio of the number of downloaded bits from the desired message to the total number of downloaded bits. Recently, there has been a growing interest within the information theory society in PIR [2]–[6]. Sun and Jafar have characterized the capacity of the classical PIR problem [7], where the capacity is defined as the supremum over all possible retrieval rates. Following [7], many interesting variants of the classical PIR problem have been considered, such as [8]–[34].

In all previous works, the links from the databases to the user are noiseless and the answer strings are returned via orthogonal links. Yet, in some applications, the answer strings may be mixed before reaching the user. For example: if the user is retrieving the desired file from wireless base stations, the answer strings would be combined in the air before reaching the user. Another example is retrieval from a cloud, where the returned packets may collide and superimpose each other. These practical settings can be abstracted by a cooperative multiple access channel (MAC) model, where the databases are cooperating to convey the desired message to the user, while the user receives a stochastic mapping from the database responses in general. This motivates the problem of PIR from MAC, and poses many interesting questions, such as: How to devise schemes that mitigate the errors introduced by the MAC with a small sacrifice from the retrieval rate? Is there a separation between the channel coding needed for reliable transmission over MACs and the private retrieval scheme, or if there is a necessity for joint processing? How do the statistical properties of MACs fundamentally affect the retrieval rate?

In this paper, we introduce the PIR problem from multiple access channel (MAC-PIR). In the MAC-PIR problem, the responses of the databases reach the user through a discrete memoryless MAC with a known transition probability $p(y|x_1,\cdots,x_N)$. In this case, the output of the channel is a noisy mixture of all databases’ responses. The user needs to decode the desired message with vanishingly small probability of error from the channel output. The most closely related work to the MAC-PIR problem is the noisy PIR (NPIR) with orthogonal links in [34], where the user receives $N$ distinct noisy answer strings from $N$ orthogonal noisy links connected to the databases. Reference [34] shows that channel coding and retrieval are almost separable, i.e., each database performs the optimal coding scheme against the channel errors independently taking into consideration adaption of the traffic ratio from the databases according to channel capacities.

Interestingly, in this paper, we show that this conclusion is false in general for MAC-PIR, i.e., we show that channel coding and retrieval strategy are inseparable unlike in NPIR. We show this fact by deriving the PIR capacity of two simple MACs, namely: additive MAC, and logical conjunction/disjunction MAC. In these two cases, we show that privacy for free can be attained by designing retrieval strategies that exploit the properties of the channel to maximize the retrieval rate. Interestingly, we show that for the additive MAC, the optimal PIR scheme is linear, while we show a non-linear PIR scheme for the logical conjunction/disjunction MAC, that requires $N \geq 2^{M-1}$ to achieve $C_{PIR} = 1$. We conclude by showing that full capacity may not be attainable for all
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MACs by giving a counterexample, which is the selection channel. The capacity of MAC-PIR for an arbitrary transition probability distribution remains an open problem.

II. SYSTEM MODEL

Consider a classical PIR model with $N$ replicated and non-colluding databases storing $M$ messages. Each database stores the same set of messages $W_{1:M} = \{W_1, \cdots, W_M\}$. The $n$th message $W_n$ is an $L$-length vector picked uniformly from $\mathbb{F}_2^L$. The messages $W_{1:M}$ are i.i.d., i.e., for $m \in \{1, \cdots, M\}$,

$$H(W_m) = L, \quad H(W_{1:M}) = ML$$

In PIR, in order to retrieve $W_i$, the user submits $N$ queries $Q^{[i]} = \{Q_1^{[i]}, \cdots, Q_N^{[i]}\}$, one for each database. The queries and the messages are statistically independent because the user has no knowledge about $W_{1:M}$,

$$I(W_{1:M}; Q^{[i]}_{1:N}) = 0, \quad i \in \{1, \cdots, M\}$$

The $n$th database responds with an answer string $A^{[i]}_n = (X^{[i]}_n, \cdots, X^{[i]}_{n,t})$. The $i$th answer string is a deterministic function of $(W_{1:M}, Q^{[i]}_n)$, i.e., for all $n$ and $i$,

$$H(A^{[i]}_n|W_{1:M}, Q^{[i]}_n) = 0$$

The user receives a noisy observation $\tilde{A}^{[i]} = (Y_1^{[i]}, \cdots, Y^{[i]}_L)$, where the responses of the databases $(A^{[i]}_1, A^{[i]}_2, \cdots, A^{[i]}_N)$ pass through a discrete memoryless channel with a transition probability distribution $p(y|x_1, \cdots, x_N)$, i.e.,

$$P(\tilde{A}^{[i]}|A^{[i]}_1, \cdots, A^{[i]}_N) = \prod_{\eta=1}^L p(y_\eta|x_\eta^{[i]}, \cdots, x^{[i]}_{N,\eta})$$

In this sense, the retrieval is performed via a cooperative multiple access channel, as the databases cooperate to convey the message $W_i$ to a common receiver (the user). The full cooperation is realized via the user queries. Furthermore, in MAC-PIR, the database responses are mixed together to have the noisy observation $\tilde{A}^{[i]}$ in contrast to NPIR in [34].

To ensure the privacy, $Q^{[i]}_n$ should not reveal any information about $i$. We can write the privacy constraint as,

$$(Q_n^{[i]}, A_n^{[i]}, W_{1:M}) \sim (Q_n^{[j]}, A_n^{[j]}, W_{1:M}), \quad i, j \in \{1, \cdots, M\}$$

In addition, for the MAC-PIR problem, the user should reliably reconstruct $W_i$ with vanishingly small probability of error by observing the noisy and mixed output $\tilde{A}^{[i]}$,

$$H(W_i|Q^{[i]}_{1:N}, \tilde{A}^{[i]}) \leq o(L)$$

where $\frac{o(L)}{L} \rightarrow 0$ as $L \rightarrow \infty$.

The retrieval rate $R$ is achievable if there exists a sequence of retrieval schemes, indexed by $L$, that satisfy (5), (6) with a noisy (mixed) answer string of length $t$, thus, $R = \lim_{L \rightarrow \infty} \frac{t}{L}$. The PIR capacity $C_{\text{PIR}}$ is sup $R$ over all retrieval schemes.

III. RELATED WORK

In this section, we review some capacity results for NPIR [34] for comparison with the results of MAC-PIR. In NPIR, the user receives $N$ orthogonal noisy observations which are not mixed as the response from the $n$th database passes through an orthogonal noisy channel with transition probability $p(y_n|x_n)$. The capacity result for $M = 2, 3$ messages is summarized in the following theorem.

Theorem 1 (Capacity for $M = 2, 3$ messages [34])

For noisy PIR with orthogonal links with capacities $C = (C_1, \cdots, C_N)$, the capacity $C_{\text{PIR}}(C)$ for $M = 2$ is:

$$C_{\text{PIR}}(C) = \max_{n_i \in [N]} \frac{n_0 n_1}{\sum_{n=1}^{n_0} \frac{n_0 n_1}{c_n} + \sum_{n=n_0+1}^{n_1} \frac{n_0 n_1}{c_n}}$$

and for $M = 3$, $C_{\text{PIR}}(C)$ is:

$$\max_{n_i \in [N]} \sum_{n=1}^{n_0} \frac{n_0 n_1}{C_n} + \sum_{n=n_0+1}^{n_1} \frac{n_0 n_1}{C_n} + \sum_{n=n_1+1}^{n_2} \frac{n_0 n_1}{C_n}$$
Theorem 1 implies that the PIR capacity does not depend explicitly on the transition probability \( p(y_n|x_n) \) but rather on the link capacity \( C_n \). Furthermore, the result implies almost separation between the channel coding and the retrieval scheme as each database performs the channel coding needed for combating errors independently. The problem is coupled through adapting the traffic ratio from each database. The result implies that the noisy channel cannot enhance the retrieval rate, as \( C_{\text{PIR}}(C) \) is maximized by communicating through noiseless channels (\( C_n = 1 \)). In the sequel, we show that these implications are false for MAC-PIR by deriving the capacities of two special cases of MAC-PIR, namely, the additive MAC and the conjunction/disjunction MAC.

IV. CAPACITY OF PIR FROM ADDITIVE MAC

In the first special case, we consider the additive MAC. At each time instant \( \eta \), the responses of the databases are added together (modulo-2 addition) in addition to a random variable \( Z_\eta \sim \text{Bernoulli}(p) \), which is independent of \( (W_{1:M}, Q_{1:N}) \) and corresponds to a random additive noise, i.e.,

\[
Y_\eta = \sum_{n=1}^{N} X_{n,\eta} + Z_\eta \tag{9}
\]

Theorem 2 derives the PIR capacity of the additive MAC.

**Theorem 2** For the MAC-PIR problem from discrete memoryless additive channel, the PIR capacity is given by:

\[
C_{\text{PIR}} = 1 - H(p) \tag{10}
\]

where \( p \) is the flipping probability of the additive channel.

**Remark 1** For additive noiseless channel, i.e., \( p = 0 \) and \( Y_\eta = \sum_{n=1}^{N} X_{n,\eta} \), the PIR capacity \( C_{\text{PIR}} = 1 \). This implies that there is no penalty due to the privacy constraint, i.e., the user can have privacy for free. Interestingly, this is the first instance where the PIR capacity is independent of the number of databases \( N \) and the number of messages \( M \).

**Remark 2** For additive noiseless channel, i.e., \( p = 0 \), separation between channel coding and retrieval process is not optimal unlike NPIR. In fact, the retrieval scheme is dependent on the structure of the channel. To see this, the user generates a random binary vector \( h = [h_1 h_2 \cdots h_M] \in \{0,1\}^M \). The user sends \( h \) to database 1, flips the \( i \)th position of \( h \) and sends it to database 2, and does not send anything to the remaining databases. Thus, the responses of the databases are,

\[
A_{1}^{[i]} = \sum_{m=1}^{M} h_m W_m, \quad A_{2}^{[i]} = \sum_{m=1}^{M} h_m W_m + W_i \tag{11}
\]

This is exactly the scheme in [1]. Since the channel is additive and noiseless, \( \tilde{A}^{[i]} = A_{1}^{[i]} + A_{2}^{[i]} = W_i \). Hence, \( R = 1 \). Here, we note that the channel performs the processing at the user for free. This implies that by careful design of queries, the user can exploit the channel to maximize the retrieval rate.

**Proof:** We prove the converse and achievability.

---

a) The converse proof: We assume that \( W_1 \) is the desired message without loss of generality. Then, we have,

\[
L = H(W_1)
\]

\[
= H(W_1|W_{2:M},Q_{1:N}^{[1]}) \tag{12}
\]

\[
\leq H(W_1|W_{2:M},Q_{1:N}^{[1]}) - H(W_1|W_{2:M},Q_{1:N}^{[1]},\tilde{A}^{[1]}) + o(L) \tag{13}
\]

\[
= I(W_1;\tilde{A}^{[1]}|Q_{1:N}^{[1]},W_{2:M}) + o(L) \tag{14}
\]

\[
= H(\tilde{A}^{[1]}|Q_{1:N}^{[1]},W_{2:M}) - H(\tilde{A}^{[1]}|Q_{1:N}^{[1]},W_{1:M}) + o(L) \tag{15}
\]

\[
\leq H(\tilde{A}^{[1]}) - H(\tilde{A}^{[1]}|Q_{1:N}^{[1]},W_{1:M},A_{1}^{[1]}) + o(L) \tag{16}
\]

\[
= t - H(\tilde{A}^{[1]}|A_{1}^{[1]},Q_{1:N}^{[1]}) + o(L) \tag{17}
\]

\[
= t - \sum_{\eta=1}^{t} H(Y_\eta^{[1]}|X_{1,\eta}^{[1]},X_{2,\eta}^{[1]},\ldots,X_{N,\eta}^{[1]}) + o(L) \tag{18}
\]

\[
= t - \sum_{\eta=1}^{t} H(Z_\eta|X_{1,\eta}^{[1]},X_{2,\eta}^{[1]},\ldots,X_{N,\eta}^{[1]}) + o(L) \tag{19}
\]

\[
= t(1 - H(p)) + o(L) \tag{20}
\]

where (13) follows from the independence of the messages and the queries, (14) follows from the reliability constraint, (17) follows from the fact that the answer string \( A_{1}^{[1]} \) is a deterministic function of the messages and the queries, (18) follows from the fact that \( (W_{1:M},Q_{1:N}^{[1]}) \rightarrow A_{1}^{[1]} \rightarrow \tilde{A}^{[1]} \) is a Markov chain, (19) follows from the fact that the channel is memoryless, and (21) follows from the independence of \( Z_\eta, W_{1:M}^{[1]}, Q_{1:N}^{[1]} \).

Hence, by reordering terms and taking \( L \rightarrow \infty \), we have \( R = \frac{t}{L} \leq 1 - H(p) \). Note that we can interpret the upper bound as the cooperative MAC bound, i.e., \( R \leq I(Y;X_1,X_2,\ldots,X_N) = 1 - H(p) \).

b) The achievability proof: To show the general achievability, the user submits queries to database 1 and database 2 only and ignores the remaining databases. We note that the additive channel in this case boils down to \( Y_\eta = X_{1,\eta} + X_{2,\eta} + Z_\eta \), which means that the channel \( p(y|x_1,x_2) = \text{BSC}(p) \).

To that end, let the \( m \)th message be a vector \( W_m = [W_m(1) \ W_m(2) \cdots W_m(L)] \) of length \( L \). The user repeats the following scheme \( L \) times. For the \( j \)th repetition of the scheme, the user generates a random binary vector \( h(j) = [h_1(j) \ h_2(j) \cdots h_M(j)] \in \{0,1\}^M \). The user sends the following queries to the databases:

\[
Q_{1}^{[i]}(j) = h(j), \quad Q_{2}^{[i]}(j) = h(j) + e_i \tag{22}
\]

where \( e_i \) is the unit vector containing 1 only at the \( i \)th position. The queries are private since \( Q_{1}^{[i]}(j) \) is a vector picked uniformly from \( \{0,1\}^M \) for any message \( i \).

For the \( j \)th repetition of the scheme, the database uses the received query vector as a combining vector for the \( j \)th elements of all messages. The \( n \)th database concatenates all
responses in a vector $U^{[i]}_n$ of length $L$, hence

$$U^{[1]}_1 = \left[ \sum_{m=1}^{M} h_{m}(1)W_{m}(1) \sum_{m=1}^{M} h_{m}(2)W_{m}(2) \right] \cdots \left[ \sum_{m=1}^{M} h_{m}(L)W_{m}(L) \right]$$

(23)

$$U^{[2]}_2 = \left[ \sum_{m=1}^{M} h_{m}(1)W_{m}(1) + W_{i}(1) \sum_{m=1}^{M} h_{m}(2)W_{m}(2) + W_{i}(2) \right] \cdots \left[ \sum_{m=1}^{M} h_{m}(L)W_{m}(L) + W_{i}(L) \right]$$

(24)

Using Shannon’s theorem for BSC($p$) [35, Theorem 4.17, Corollary 4.18], for $p \in (0,0.5)$, all but $\rho$ linear $[t,L]$ block codes $C$, where $\frac{L}{t} = r < 1 - H(p)$, have $P_e(C) < \frac{2^{-t\Delta(p,r)}}{\rho}$ for $\Delta(p,r) > 0$. Then, the databases agree on the same $[t,L]$ code from the family of the good codes, where $t = \frac{L}{1-H(p)}$. The $n$th database encodes $U^{[n]}_n$ independently by the same $[t,L]$ linear block code to output $A^{[n]}_n$.

The noisy observation at the user is given by:

$$\hat{A}^{[i]} = A^{[i]} + Z_{1,t}$$

(25)

Since the two databases employ the same linear block code, the sum of the two codewords $\hat{A}^{[i]} = A^{[1]} + A^{[2]}$ is also a valid codeword corresponding to the sum $U^{[1]}_1 + U^{[2]}_2$.

Consequently, as $L \to \infty$, $t \to \infty$, the probability of error in decoding $U^{[1]}_1 + U^{[2]}_2$ is $P_e(L) \to 0$. By observing that $U^{[1]}_1 + U^{[2]}_2 = W_i$, the reliability proof follows.

**Remark 3** The PIR scheme relies on the additivity of the channel, as the scheme uses a linear block code to exploit the fact that the sum of two codewords from a linear block code is a valid codeword. Thus, the retrieval process depends on the channel transition probability explicitly unlike NPIR.

V. CAPACITY OF PIR FROM CONJUNCTION MAC

We show that we can achieve privacy for free for channels other than the additive channels. We illustrate by considering the MAC-PIR problem through channels that output the logical conjunctions (AND)/disjunctions (OR) of the inputs. Let $\land$, $\lor$, $\neg$ denote the conjunction, disjunction, negation operators, respectively. The input-output relation of the discrete memoryless logical conjunction channel is given as:

$$Y_n = \bigwedge_{n=1}^{N} X_{n,\eta}$$

(26)

For the conjunction channel, we have the following result.

**Theorem 3** For the MAC-PIR problem from discrete memoryless logical conjunction channel, if $N \geq 2^M - 1$, then the PIR capacity is $C_{PIR} = 1$.

**Remark 4** Similar to the additive channel, there is no loss due to the presence of a privacy constraint for the conjunction channel. In this case, the capacity depends on the number of messages $M$, and the number of databases $N$ (which is related to $M$ as $N = 2^M - 1$) unlike the additive channel.

**Proof:** It suffices to show only the achievability as the retrieval rate is trivially upper bounded by 1. The user submits queries to $2^M - 1$ databases only. The user generates the random variables $(Z_1, \cdots, Z_M)$ independently, privately, and uniformly from $\{0,1\}$. $Z_m \sim \text{Bernoulli}(\frac{1}{2})$ represents the negation state of the $m$th message literal in the first query $Q^{[1]}_1$. Let $\bar{W}_m$ be the requested literal from the $m$th message in $Q^{[1]}_1$, hence,

$$\bar{W}_m = \begin{cases} W_m, & Z_m = 1 \\ -W_m, & Z_m = 0 \end{cases}$$

(27)

Assume that $W_1$ is the desired message. From database 1, the user requests the disjunction $X_1 = \bigvee_{m=1}^{M} \bar{W}_m$. From other databases, the user requests the same literal $W_1$ with a disjunction of the remaining messages with different negation pattern than the first query. Denote the disjunction of messages $W_{2:M}$ from the $n$th database by $F_n$, hence,

$$Y = \left( \bigvee_{m=1}^{M} \bar{W}_m \right) \land \left( \bigvee_{m \in [M\setminus\{1,2\}]} W_m \right) \land \left( \bigvee_{m \in [M\setminus\{1,3\}]} \bar{W}_m \right) \land \cdots$$

(28)

$$= \bar{W}_1 \lor \bigwedge_{i=1}^{2^M-1} F_i = \bar{W}_1$$

(29)

where (29) follows from successively applying the Boolean relation $(\bar{W}_1 \lor G_1) \land (\bar{W}_1 \lor G_2) = \bar{W}_1 \lor (G_1 \land G_2)$ for logical expressions $G_1$, $G_2$ and the fact that there exist $2^M - 1$ different negation states for the literals from $W_{2:M}$. Each negation state is requested from one database in the form of logical expression $F_i$, hence the conjunction of all these logical expressions $\bigwedge_{i=1}^{2^M-1} F_i = 0$. This satisfies the reliability constraint. Intuitively, the queries cover exactly half the Karnaugh map, which is reduced to either $W_1$ or $\neg W_1$.

Since the negation state for every message is chosen uniformly, independently, and privately, the probability of receiving specific query from the user is $\frac{1}{2}$ irrespective to the desired message, which guarantees the privacy.

**Remark 5** As an explicit example, let $M = 3$, $N = 2^M - 1 = 4$, then the user requests the following:

$$X_1 = \bar{W}_1 \lor \bar{W}_2 \lor \bar{W}_3, \quad X_2 = \bar{W}_1 \lor W_2 \lor \bar{W}_3, \quad X_3 = \bar{W}_1 \lor W_2 \lor \bar{W}_3, \quad X_4 = W_1 \lor W_2 \lor \bar{W}_3$$

(30)

Hence, the output of the channel can be written as:

$$Y = X_1 \land X_2 \land X_3 \land X_4$$

(32)

$$= (\bar{W}_1 \lor \bar{W}_3) \land (\bar{W}_1 \land \bar{W}_3) = \bar{W}_1$$

(33)

$W_1$ is decodable as the user knows the negation of $\bar{W}_1$. 
Remark 6 The achievable scheme is a non-linear retrieval scheme that depends on the non-linear characteristics of the channel in contrast to the linear retrieval scheme used for the additive channel. This confirms the non-separability between our retrieval scheme and the channel coding.

Remark 7 We note that the result is still true if the channel is replaced by a disjunction channel, i.e., $Y_n = \log \sum_{i=1}^{N} X_i$. The proof follows by replacing every disjunction operator with a conjunction operator in the submitted queries.

VI. CAPACITY OF PIR FROM SELECTION MAC

We illustrate that the privacy for free phenomenon may not be always feasible for any arbitrary channel in the MAC-PIR problem. To illustrate, we consider the selection channel. In this channel, the user selects to connect to one database only at random and sticks to it throughout the transmission, i.e.,

$$Y_n = X_{n,\eta}, \quad n \sim \text{uniform}\{1, \ldots, N\}$$

(34)

This implies that the user faces a single-database PIR problem at every channel use. In this case, the capacity is attained by downloading all the messages ($M$ messages) from the connected database. Thus, the PIR capacity is given by $C_{PIR} = \frac{1}{N}$. On the other hand if the user selects to connect to one database at random and changes at every channel use, i.e.,

$$Y_n = X_{n(\eta),\eta}, \quad n(\eta) \sim \text{uniform}\{1, \ldots, N\}$$

(35)

where $n(\eta)$ is the database index at channel use $\eta$, then, $C_{PIR} = C = (1 + \frac{1}{N} + \ldots + \frac{1}{N^2})^{-1}$ trivially as the user can choose to ignore all the responses except one in classical PIR [7], and hence $C$ is a valid upper bound. For the achievability, the user can repeat the scheme in [7] $\nu$ times, which results in using the selection channel $t = \nu C = \nu \frac{N(N^2-1)}{N-1}$. At channel use $\eta$, the user chooses a new query element from $Q_{n(\eta)}$ and submits it to database $n(\eta)$. As $\nu \to \infty$, by strong law of large numbers, each database will be visited $t_n$ times, where $t_n \to \frac{1}{N}$ for every $n$. Hence, all bits are decodable by the decorrelation of the scheme in [7] and $C_{PIR} = C = (1 + \frac{1}{N} + \ldots + \frac{1}{N^{2N}})^{-1} < 1$ as well.
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